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Transformers - Revolutionary Architecture
▶ ChatGPT is based on the GPT (Generative Pretrained

Transformer) architecture.

▶ Introduced in the paper "Attention is All You Need" by
Vaswani et al. in 2017.

▶ Excel in NLP and Imaging tasks thanks to their capacity to
incorporate extensive context. Outperforms in image
classification, segmentation, and machine translation.

▶ The name "transformer" reflects the ability to seamlessly
transform one sequence of data into another, thanks to its
sophisticated self-attention mechanisms.
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Transformers - Image Generation
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Tokens and Input Tokenizing
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Image Tokenization and Linear Transformation
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Patch Embedding Has Meaning
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Coloring Problem
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Coloring Problem - Query Vector
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Coloring Problem
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Coloring Problem - Key Matrix
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Coloring Problem



11/34

FSAN/ELEG815

Coloring Problem - Self-Attention
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Coloring Problem - Self-Attention Heat Map
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Why Dot Product for Similarity?
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Coloring Problem
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Coloring Problem - Value Matrix



16/34

FSAN/ELEG815

Coloring Problem
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Coloring Problem - Hidden Representation
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Nonlinear Transformation of Tokens - MLP
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Coloring Problem
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Coloring Problem - Q,K and V Matrices
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Coloring Problem - Attention Map
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Position in the Matrix Has no Influence
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Positional Embedding - Encode Position
▶ Solution: Add a positional vector to each patch projection.
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Positional embedding - Sinusoidal Waves
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Positional embedding - Sinusoidal Waves

▶ This function provides a large
number of vectors with a constant
distance between them, i.e.
∥ti − ti+1∥2 is constant for all i.
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Attention Layer - Normalization
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Single Attention Layer - Single-Head and Multi Head
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Single Attention Layer - Q,K and V split
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Single Attention Layer - Multi-Head Attention
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Single Attention Layer - Multi-Head Concat
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Single Attention Layer - Single Head and Multi Head
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Transformer
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Vision Transformer - Reconstructing Masked Image
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Vision Transformer - Reconstructing Masked Image


