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Abstract— We evaluate three retransmission policies for trans- Congestion Control Protocol (DCCP) [18] support multihom-
port protocols that support multihoming (e.g., SCTP). The ing at the transport layer. The motivation for multihomimg i
policies dictate whether retransmissions are sent to the same DCCP is mobility [17], while SCTP is driven by a broader and

peer IP address as the original transmission, or sent to an . lication b fault tol Wi SCTP
alternate peer IP address. Each policy presents tradeoffs bade more generic applicalion base — lault tolerance. Ve use

on the paths’ bandwidth, delay, loss rate, and IP destination iN our experiments primarily because of its relative maguri
reachability. We find that sending all retransmissions to an and our focus on fault tolerance, but we believe the results a

alternate peer IP address is useful when the primary IP a(_jdress conclusions presented in this paper apply in general tabigli
becomes unreachable, but often degrades performance in non- SACK-based transport protocols that support multihoming.

failure scenarios. On the other hand, sending all retransmissions SCTP all bindi f ¢ t ot
to the same peer IP address as the original transmission reverses allows binding ol one transport fayassocialion

the tradeoffs. We balance the tradeoffs by proposing a hybrid (SCTP’s term for a connection) to multiple IP addresses at
policy that sends fast retransmissions to the same peer IP addres each end of the association. SCTR's0 m binding allows
as the original transmission, and sends timeout retransmissions to a multihomed sender with interfaces to send to any of a
an alternate peer IP address. We show that even with extensions i, 1iinomed receiver'sn destination addresses. For example,
which we proposed to improve the policies’ performance, the SCTP Itih d iati bet hostand B
hybrid policy is the best performing policy in failure and non- _an - muitinomed association between &n
failure scenarios. in Figure 1 could be bound to both IP addresses at each
host: ({41, A2}, {B1, B2}). Such an association allows data

transmission from hostl to hostB to be sent to eitheB; or
I. INTRODUCTION B

A host is multihomed if it can be addressed by multiple 1P ?
addresses, as is the case when the host has multiple network
interfaces. Multihoming can be expected to be the rule rathe
than the exception in the near future as cheaper network
interfaces and Internet access motivate content provitbers
have simultaneous connectivity through multiple ISPs, and Host A+
more home users install wired and wireless connections for
added flexibility and fault tolerance. Furthermore, wissle Fig- 1. Example multihoming topology
devices may be simultaneously connected through multiple
access technologies, such as wireless LANs (e.g., 802itl) a cyrrently, SCTP uses multihoming for fault tolerance pur-
cellular networks (e.g., GPRS, CDMA,). poses only, and not for concurrent multipath transfer [14].

The current transport protocol workhorses, TCP and UDPgch endpoint chooses a single peer IP address as the pri-
do not support multihoming; TCP allows binding to only ongnary destination address to transmit new data during normal
network address at each end of a connection. When TCP wagsmission. If the primary destination address becomes u
designed, network interfaces were expensive componemds, geachable, the SCTP sender detects the failurefaiisbver to
hence multihoming was beyond the ken of research. using an alternate destination address without requirdtigm

Two recent transport layer protocols, the Stream Contrg|, the user or application layer.

Transmission Protocol (SCTP) [9], [23] and the Datagram when data is lost, a sender uses an alternate destination

*This research results from the first author's PhD dissiematvhile with address for retransmissions. SCTP’s current retranspnissi
the Protocol Engineering Lab, CIS Department, Universitpefaware. policy [23] states that “when its peer is multihomed, an end-

Prepared through collaborative participation in the Commations and point SHOULD try to retransmit [data] to an active destioati
Networks Consortium sponsored by the U.S. Army Researchraainy under . . . .
the Collaborative Technology Alliance Program, Coopeeati¥greement transport address that is different from the last destnati
DAAD19-01-2-0011. The U.S. Government is authorized to edpce and address to which the [data] was sent.” This policy, which

distribute reprints for Government purposes notwithstagdany copyright e refer to asAllRtxAlt (All Retransmissions to Alternate)
notation thereon. ’

Supported in part by the University Research Program of Ciystems, attempts to improve the chance Of_SuqceSS by sending all
Inc. retransmissions to an alternate destination address T21.




underlying assumption is that loss indicates either that tbther four are single-homed and introduce cross-traffi¢ tha
network path to the primary destination is congested, or tkeeates loss for the SCTP traffic.

primary destination is unreachable. Thus, retransmittingn The links to the dual-homed nodes have a bandwidth of
alternate destination might avoid yet another loss of tmeesa100Mbps and a one-way propagation delay of 10ms. The
data. single-homed nodes also have 100Mbps links, but their propa

We show that this policy actually degrades performance gation delays are randomly chosen from a uniform distriuti
many circumstances. We explore two alternative retransmigetween 5-20ms. The end-to-end one-way propagation delays
sion policies and find that the best policy, for both failurgange between 35-65ms. These delays roughly approximate
and non-failure scenarios, is to send (a) fast retransomissi reasonable Internet delays for distances such as coasagi-
to the primary destination, and (b) timeout retransmissiof the continental US, and eastern US to/from western Europe
to an alternate destination. We show that this hybrld pO“%SO, each link (both edge and Core) has a buffer size twice
performs best when combined with two enhancements: aHe link’s bandwidth-delay product.

Multiple Fast Retransmit algorithm, and either timestamps

or our Heartbeat After RTO mechanism. The Multiple Fast

Retransmit algorithm reduces the number of timeouts. Time FIF+F
tamps and the Heartbeat After RTO mechanism both impro
performance when timeouts are common by providing ext
RTT measurements and maintaining low RTO values.

This paper combines and extends results published
the authors in three incremental conference publicatidis [
[7], thereby documenting the complete development of th
research. Section |l demonstrates the problem with SCTF
current retransmission policy (AlIRtxAlt) by comparing it
to an alternative policyAllRtxSame (All Retransmissions to
Same). Section 1l introduces and evaluates a third hybri
policy, FrSameRtoAlt (Fast Retransmissions to Same, Timeouts
to Alternate), which attempts to balance the tradeoffs betwee
AlIRtxAlt and AllIRtxSame. Section IV introduces and eval-
uates three extensions to further improve the performafnce
the three policies. Section V compares the policies’ perfo.
mance with their best extensions in non-failure scenasnd, _ _ , , .
Section VI compares them in failure scenarios. Section Vﬂg' 2 imulation network topology with crosstraffic, cesgon-based

I8ss, and no failures
concludes the paper.

1. ALLRTXALT'S PROBLEM Our configuration has two SCTP endpoints (sendgr
AlIRtXAlt is the retransmission policy currently specifiéat receiverB) on either side of the network, which are attached to

SCTP in RFC2960. This policy attempts to bypass transidh dual-homed edge nodes.has two paths, labeled primary
network congestion and path failures by sending all retrar@d alternate, td3. Each single-homed edge node has eight
missions to an alternate destination. Intuitively, we woultraffic generators (labeled — F), each introducing cross-
expect that sending retransmissions to an alternate patidwdraffic based on a Pareto distribution. The cross-traffickpac
be beneficial, particularly when the alternate path’s dyadi S1Z€S are chosen toughly resemble the distribution found on
better (i.e., higher bandwidth, lower delay, and/or loness). the Intermet: 50% are 44 bytes, 25% are 576 bytes, and 25%
Similarly, when the alternate path’s quality is worse, wpent are 1500 bytes [1], [10]. The aim is to simulate an SCTP data
sending retransmissions to the same destination as trigir off@nsfer over a network with self-similar cross-traffic, iofh
inal transmission should provide better performance. & idesembles the observed nature of traffic on data networs [20
these hypotheses, we evaluate the performance of AlIRtxAltWe simulate a 4MB file transfer with different network
and the AllRtxSame policy — send all retransmissions to tg@nditions, controlled by varying the load introduced byss-
same destination as their original transmission [6]. traffic. All loss experienced is due to congestion at theamsjt
no loss is due to bit errors. The aggregate levels of cross-
A. Analysis Methodology traff!c on each path range from 5Mbps to 11Mbps_. Although
o o ) ) we independently control the levels of cross-traffic on each
We evaluate the retransmission policies using Universiity g¢ the core links, the controls for the cross-traffic on each

Delaware’s SCTP module [8] for the ns-2 network simulgypyard-return path pair are set the same. Each simulatisn h
tor [3]. Figure 2 illustrates the network topology simuliite iy ee parameters:

a dual-dumbbell topology whose core links have a bandwidth

of 10Mbps and a one-way propagation delay of 25ms. Eachl) level of cross-traffic (in Mbps) on the primary path
router, R, is attached to five edge nodes. One of these five2) level of cross-traffic (in Mbps) on the alternate path
nodes is a dual-homed node for an SCTP endpoint, while the3) AlIRtxAlt vs AllRtxSame policy



B. Results

We compare the transfer times using AlIRtxAlt versus
AlIRtxSame under various loss rates, with all else beingaéqu
(bandwidth, delay, etc). Since loss in our simulations only
occurs due to congestion, we do not set the loss rate. Instead
we calculate the observed loss rate for a transfer after the
simulation has completed. The loss rate is calculated as the
number of SCTP packets dropped divided by the number 0{3
SCTP packets transmitted.

We collected results for 0-10% loss on the primary anol“J
alternate paths, but due to space constraints in this peeer,
do not include all results (more detailed results appea#jn [
Figure 3 presents the results for transfers with5,8}%
primary path loss. The graphs compare the file transfer tim
using AlIRtxAlt versus AllRtxSame at various loss rates oni
the alternate path. Without failures, AllRtxSame neversuse
the alternate path, and therefore is unaffected by thenalter
path’s loss rate. Thus, AllRtxSame’s transfer times are rep
resented as a band parallel to thexis. This band outlines
the upper and lower bounds of the 90% confidence interval.
For example, we are 90% confident that the average 4MB file
transfer time at 3% primary path loss lies between 34.3 and
35.1 seconds.

AlIRtxAlt's transfer times are grouped by ranges of alteena
path loss rates. The graph depicts the mean and the 90% cof-
fidence interval for each of these groups. The 90% Confidencg
interval is calculated using an acceptable error of 10% ef th =
mean. That is, we ran enough simulations to estimate the me@
and 90% confidence interval with an acceptable error of afg
most 10% of the mean. For example, when the primary path’%
loss rate is 3% and the alternate path’s loss rate is 1.5;2.5%
the 4MB file transfer time is on average 42.8 seconds with a
90% confidence interval between 41.1 and 44.5 seconds.

The graphs show that fof3,5}% primary path loss, All-
RtxSame outperforms AlIRtxAlt for all alternate path loss
rates (except 0%). Even when the alternate path’s loss rate
is better (i.e., lower) than the primary’s, retransmittimg the
alternate path degrades performance. This trend remaimad fo
loss rates. Consider the results for 8% primary path lose. Th
anticipated benefits of AlIRtxAlt only appear for alternggh
loss rates of 0-3%. In other words, even if the alternate’path &
loss rate is up to 3% better (5-8%), it is better to retransmit2
data on the primary path with its an 8% loss rate. Clearly/-
this behavior is not what the SCTP authors expected whelg
specifying the current retransmission policy.

Intuition tells us that when an alternate path’s conditiares
better than the primary’s, then AlIRtxAlt should improverpe
formance, and when the conditions are worse on the alternate
path, then AlIRtxAlt should degrade performance. However,
our results show that often the former expectation does not
hold. Furthermore, independent results by other researche
confirm that AlIRtxAlt degrades performance [11].
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alternate path. Due to Karn's algorithm [16], successful re Prlmary P?‘th (8% LOS? Rate)‘
transmissions on the alternate path cannot be used to update
the RTT estimation of the alternate path. Timeouts on retran
missions, however, exponentially increase the RTO. Thg onl
traffic on the alternate path which updates the RTT estimate
are the periodic heartbeat probes used to determine déstina <
reachability, but these heartbeats are transmitted velsti
infrequently (approximately every 30 seconds [23]). In gnan
cases the RTO is exponentially increased more frequerdly th
it can be reduced by an RTT estimate. The result is an overly
conservative (i.e., too large) RTO on the alternate pattifer
majority of the association. Thus, anytime a retransmissio

the alternate path is lost, a timeout occurs and the timeout

Q
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is likely to be unnecessarily long. In addition, each timeou 0 2 0 Time (se0) 100 120 1o
further contributes to the problem by doubling the RTO value
Figure 4 illustrates the dynamics of the RTO values for Alternate Path (5% Loss Rate)

the primary path (8% loss rate) and the alternate path (5% = .
loss rate) during a 4MB file transfer using AlIRtxAlt. This
specific transfer sent a total of 2,889 original transmissio 0} .
on the primary path, of which 229 had to be retransmitted on
the alternate path, and of those retransmissions, 14 wete lo_ st 1
and re-retransmitted on the primary path. The RTO value o@i)
the primary path stays relatively low (average is 2.3 sespnd 5 | :
during most of the transfer, because successful new daa
transmission on the primary path updates the RTT estimation | ~
and reduces the RTO value (most likely back to the minimum
of 1 second). On the other hand, the alternate path with a =t J— ~
lower loss rate maintains an average RTO value of 5.9 seconds -
— more than double the primary’s. Figure 4’s graph for the c - = = =
alternate path shows that the alternate path’s RTO reduces Time (sec)
only three times. In other words, only three heartbeats at§ 4. Example RTO dynamics with 8% primary path loss and 5%raite
successfully acked and used to measure the alternate pathts loss

RTT. The graph also shows seven timeouts exponentially

increasing the RTO value of the alternate path.
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instead of using cross-traffic to induce congestion-basss, |

we introduce uniform loss on these paths (0-10% each way) at
We have demonstrated the tradeoffs between AllRtxAdhe core links. We realize that the cross-traffic approacitus

and AllRtxSame. AlIRtxSame generally provides better pein Figure 2 is a more realistic approach, but the simulatioet

formance, but AlIRtxAlt may improve performance if thefor this technique became impractical. To evaluate if Féghis

alternate path's loss rate is low enough to overcome tBgnplified model could still provide meaningful results, we

stale RTO problem. The difficulty in practice is that a sendeompared representative simulations using the crosctraf

generally has no prior knowledge about the paths’ conditiormodel from Figure 2 and the simpler uniform loss model

Without such information, the best a sender can do is balarfeem Figure 5. Although the absolute results differed farsh

the tradeoffs. To do so, we introduce the FrSameRtoAlt goliexamples compared, relative relationships remained stemdi

— a hybrid of AlIRtxAlt and AllRtxSame. FrSameRtoAlt sends- leading to the same conclusions. We therefore proceeded

(a) fast retransmissions to the same destination as thiginar  with the simpler uniform loss model.

transmissions, and (b) timeout retransmissions to annalter 1, topology in Figure 5 maintains the same link band-

destination [7]. Since timeouts tend to occur more often @fyins and delays used in Figure 2. The core links have
higher loss ratgs, this policy increases.the use of thgnaiter 10Mbps bandwidth and 25ms one-way delay, and the edge
path as the primary path’s loss rate increases. This sectiiks have 100Mbps bandwidth and 10ms one-way delay.

evaluates FrSameRtoAlt against AlIRtxAlt and AIIRtSame”ILIS the end-to-end one-way delay on either path is 45ms
We determine whether FrSameRtoAlt does indeed balance (e, is a reasonable delay within the continental US. ’

tradeoffs between the other two policies.

IIl. BALANCING THE TRADEOFFS

We simulate a 4MB file transfer with three input parameters
) for each simulation: (1) the primary path's loss rate, (3 th
A. Analysis Methodology alternate path’s loss rate, and (3) one of the three retrigasm

Figure 5 illustrates the network topology used, which ision policies. Each parameter set is simulated with 60 reiffe
based on the topology previously presented in Figure 2. Bageds.
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B. Results

40
Figure 6 illustrates the results fdB,5,8'% primary path * ‘ H
loss rates. For each graph in Figure 6, the alternate path's w}
loss rate is varied on the-axis, ranging from 0-10%. The ‘ H
graphs in Figure 6 compare the average transfer time of a 4MB *  Alternate Path Loss Rate (%)
file using one of the three policies: AlIRtxAlt, AllRtxSame,
FrSameRtoAlt.

We ensure statistical confidence by calculating the 90% e
confidence interval with an acceptable error of 10% of the
mean. The 90% confidence intervals are not shown in th;
graphs for clarity. These intervals vary for different loases g 120
and retransmission policies, but on average the 90% comfiden g
interval is about +/- 2-5 seconds around the mean. The Iarge§
90% confidence interval is about +/- 13 seconds around thg 4
mean; as expected, larger confidence intervals tend to occnﬂ
for higher loss rates and policies that use the alternate pali-
more often.

Figure 6 clearly shows, as expected, that AIIRthames
performance is uninfluenced by the alternate path’s logsaiat 2
by the stale RTO problem. Following the same trends observed
in Section II-B, the graphs in Figure 6 also show that AllRItxA ' Alternate Path Loss Rate (%)
may improve performance when the alternate path’s lossgate
lower than the primary’s, but the stale RTO problem domisate
performance. First, AlIRtxAlt does worse than AllIRtxSame 2o
when both paths have the same bandwidth, delay, and loss
rate. Second, AlIRtxAlt degrades performance more oftanth <
it improves performance, and the degree to which AlIRtxAIt &
degrades performance is significantly higher than the @egreg
to which it improves performance. For example, when the-
primary path loss rate is 5%, AlIRtxAlt improves performanc £
over AlIRtxSame by 21% when the alternate path loss rate i wof
0%, but degrades performance by more than double (108%;
when the alternate path loss rate is 10%. ©

FrSameRtoAlt, a hybrid policy, compromises between the
advantages and disadvantages of AllIRtxAlt and AllIRtxSame.

At low primary path loss rates (e.g., top graph in Figure 6),
FrSameRtoAlt and AllIRtxSame perform similarly. Most lost
packets at such loss rates are detected by the fast rettansmi
algorithm, and thus are retransmitted to the same desi'rnatiFigh ° AlIRDXAlt, AllRexSame, and FrSameRtoAlt 48, 5,8}% primary
The relatively few timeouts that occur in these conditiores a'oalt 0%

not enough to significantly influence the results.

As the primary path loss rate increases, AllIRtxSame and
FrSameRtoAlt begin to perform differently. An increase in
the number of timeouts causes FrSameRtoAlt to send more
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traffic to the alternate destination. As a result, FrSamAR& eliminated, and successful retransmissions can be used to
performance depends more on the alternate path’s loss rafgdate the RTT estimate and maintain a more accurate RTO
However, since FrSameRtoAlt does not send fast retransmialue. This feature is especially useful in alleviating gtale
sions to the alternate destination, the alternate pate%s late RTO problem of AlIRtxAlt and FrSameRtoAlt [5].
influences FrSameRtoAlt's performance less than AlIRtgAlt  Note that this extension’s motivation is to evaluate how
FrSameRtoAlt's improvements are not as great as AllRtsAIt’much performance can be improved by eliminating the retrans
but neither are the degradations. Furthermore, FrSaméRtoAission ambiguity problem. One alternative solution, imicig
improves performance to a greater extent than it degradess packet overhead, may be to use flag(s) in the data and
performance. For example, when the primary path loss rajack headers to signal whether the data/sack is for an arigin
is 8%, FrSameRtoAlt improves performance over AllIRtxSameansmission or retransmission.
by 13% when the alternate path loss rate is 0%, but degrades
performance by only 3% when the alternate path loss rate is
10%. To contrast, AllIRtxAlt offers a 36% improvement andC. Multiple Fast Retransmit (MFR)
68% degradation under the same conditions.

Since loss conditions of paths are unknowarpriori, we
need to consider overall performance. From the results

this section, we conclude that AlIRtxAlt is the worst policy . o
AllIRtxSame and FrSameRtoAlt perform about the same Wiﬁ{(ample, suppose a sender has a window of data in flight to the

FrSameRtoAlt offering a slight advantage when primary pa{ﬁce!ver, and packet is lost. Data successfully received at the
loss rates are high. receiver are sacked, and any sacks for packets sentaftave

as missing reports for packet When the sender receives four
such missing reports, the standard fast retransmit atgoris
triggered and packet is retransmitted. At this point, MFR
We now introduce three performance enhancing poligtate stores the highest packet currently outstanding;his
extensions. The motivation behind these extensions iste-deway, if the retransmission of is also lost, the sender can
mine if the relative relationships between the retransionss detect the loss with another four missing reports. However,
policies remain unchanged even after improving each ofsonghis time only sacks for packets greater tharcan serve as

The Multiple Fast Retransmit (MFR) algorithm introduces
efh(tra state at the sender to allow lost fast retransmisgdimns
be fast retransmitted again instead of incurring a timebat.

IV. PERFORMANCEENHANCING EXTENSIONS

performance. missing reports, because the sacks umtavere already in
flight whenz was fast retransmitted the first time [5].
A. Heartbeat After RTO (HAR) MFR applies to AllRtxSame and FrSameRtoAlt. Since

AlIRtxAlt sends fast retransmissions to an alternate pletfiR

When_ a timeout occurs, th? Heart.beat After RTO, (H'_A‘Fgould cause spurious fast retransmissions when path delays
mechanism sends a heartbeat immediately to the destir@tion, ., jierent. For example, imagine a fast retransmission

which a timeout occurred. This behavior is in addition to thgcenario where the primary path’s RTT is shorter than the
normal data retransmission behavior (specified by thensira ;o 40 path’'s. After a fast retransmission is sent on the

mission policy) that remains unchanged. Since AllRtxSa Sernate path, new data sent on the primary path may arrive
sends timeout retransmissions to the same destination,il?JAI%t the receiver first. If so, the receiver uses sacks to convey

not applicable (see Figure 7). The extra heartbeats intextiu
by HAR try to alleviate the stale RTO problem of AlIRtxAlt
and FrSameRtoAlt. With HAR, a sender updates an altern
destination’s RTT estimate more frequently, thus resgliim

better RTT estimat hich to b the RTO value [5 retransmission of the same data.
a better estimate on which to base the | value [5]- Although MFR prevents some timeouts, it does not provide
For example, suppose a packet is lost in transit to tl&

. D . Yditional RTT samples for alternate destinations, and thu
primary destination, and later gets retransmitted to sradte inevitable timeouts continue to suffer from the stale RTO
destination. Also suppose that the retransmission timés o oblem. MER may be combined with HAR or timestamps to
The lost packet is retransmitted again to yet another aitemaddress.stale RTOs. Figure 7 illustrates all ten policgssion
destination (if one exists; otherwise, the primary). Mame i combinations '
portantly, a heartbeat is also sent to the alternate déstina '
which timed out. If the heartbeat is successfully acked{ tha
destination acquires an additional RTT measurement to h%p Performance Evaluation

reduce its recently doubled RTO.

this reordering to the sender. However, the sender's MFR
algorithm will mistakenly interpret the reordering as laxfs
fast retransmitted data, and incorrectly trigger agothst

This section independently examines each policy, with its
B. Ti amps (TS possible gxtensmns. We determme_whlch extensmn(s)qixaev
) o . the best improvement to each policy. For our evaluation, we
The timestamp (TS) mechanism is similar to TCP’s timege the methodology presented in Section IlI-A.
tamp mechanism. By including timestamps in each packet,

the retransmission ambiguity problem is resolved. Thathis,
sender can distinguish between acks for original transamss  15ctp (23] requires four missing reports to trigger a fastaremit,
and acks for retransmissions. Thus, Karn’s algorithm can fagereas TCP requires only three analogous dupacks [2].
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1) AlIRtXAIt's Extensions: Figure 8 presents the results for
AlIRtxAlt and its extensions with{3,5,8}% primary path &
loss rates. As the graphs show, both the Heartbeat After RT@ *
(HAR) and Timestamps (TS) extensions drastically improve: z
AlIRtxAlt's performance. HAR improves performance by as

ansfer Time (sec)

40

Primary Path Loss Rate: 3%

T

much as 38%, 43%, and 45% for primary path loss rates of
3%, 5%, and 8%, respectively. TS improves performance by
slightly larger margins — as much as 45%, 51%, and 50%.
Both HAR and TS provide more RTT measurements of
the alternate destination and reduce the occurrence @& stal
RTOs. Since HAR is a reactive mechanism that only obtains an
extra measurement when timeouts occur, TS has an advantage o
of HAR. TS is proactive and offers more opportunities tog
measure the alternate path’s RTT. Although TS adds a 12-byt&
overhead into each packet, the overhead does not advers%/ 100
impact performance. We conclude TS is the better extensiolx
for AlIRtXAIL. 7
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2) AlIRtxSame's Extensions: Figure 9 presents the results
for AllIRtxSame and its extensions. Since AllRtxSame’s per-*-
formance is independent of the alternate path’s conditioves 20
plot all the results in a single graph with the primary path’s
loss rate on the-axis.

The graph shows that the Multiple Fast Retransmit (MFR)
extension is able to avoid timeouts and increase AllRtxSame
performance. For example, MFR improves AllIRtxSame’s per-
formance by 8%, 10%, and 11% under 3%, 5%, and 8%
primary path loss rates. TS only improves performance when_
the primary path’s loss rate is high. For example, includisy § 200
improves performance by 6-8% when the primary path’s lossy
rate is 8%, but provides no benefit at 3% and 5% primary patr-f 150
loss. At high loss rates, timeouts may occur frequently ghou
that no RTT measurement is obtained between timeouts. Thu
TS improves performance by allowing a successful timeout
retransmission to be used for measuring the RTT, which ir.E“’
turn decreases the exponentially backed-off RTO. Comginin
MFR and TS provides the best performance for AllRtxSame.
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3) FrSameRtoAlt's Extensions: FrSameRtoAlt qualifies for
five extension combinations, three of which include the Mul-

tiple Fast Retransmit (MFR) extension. Figure 10 shows theig. 8. AlRiAlt and its extensions a3, 5,8}% primary path loss

individually, MFR provides greater improvement than eithe

the Heartbeat After RTO (HAR) or Timestamps (TS) exten-
siosn. Using HAR or TS alone, at best, provides 2%, 5%,
and 9% improvement at 3%, 5%, and 8% primary path loss,
respectively. MFR alone, on the other hand, improves perfor
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mance by as much as 10%, 16%, and 14%. MFR’s ability to  ° 2 T 9 10

3 4 5 6 7 8
avoid some timeouts has dramatic effects on FrSameRtoAlt's Alternate Path Loss Rate (%)
performance, because the stale RTO problem on the alternate
path is also avoided.

Combining HAR or TS with MFR in general provides
no added improvement; some marginal improvement occurs o
when the loss rate is high on the primary and alternatey
paths. For example, with 8% primary path loss and 10%2
alternate path loss, MFR+HAR and MFR+TS perform sim-g s«
ilarly and provide an additional 4-5% improvement over MFR'Z
alone. Thus, FrSameRtoAlt performs best when combineds
with either MFR+HAR or MFR+TS. However, we recommend 8
that MFR+TS be used, since TS (or any mechanism tha
eliminates the retransmission ambiguity) has other oxhag
applications, such as the Eifel algorithm [19], [21]. 1

Primary Path Loss Rate: 5%

e*Tra
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|
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V. NON-FAILURE SCENARIOS o

1
1 ) 2
This section revisits our performance comparison of the
three policies in non-failure scenarios, but this time gaalicy
is combined with our recommended extension(s): 160 ‘
o AlIRtxAlt with Timestamps (AlIRtxAIlt+TS)
o AlIRtxSame with Multiple Fast Retransmit and Times-
tamps (AllIRtxSame+MFR+TS) -
« FrSameRtoAlt with Multiple Fast Retransmit and Times-
tamps (FrSameRtoAlt+MFR+TS)
First, we evaluate their performance when both the primaryéﬂj
and alternate paths have equal RTTs. Then, we assess the
influence of the alternate path’s delay. Finally, we conside.lji_: o
three paths to determine if relative performance of the re- |
transmission policies is influenced by the degree of mul-
tihoming. For readability throughout the remainder of this T 1
paper, we refer to AlIRtxAIt+TS, AllIRtxSame+MFR+TS, and — rrsameRont e FrSomeRIOAL s MFR
FrSameRtoAlt+MFR+TS as simply AlIRtxAlt, AllRtxSame, == FrSameRtonlt+ HAR == FrSameRtonlt+ MER + HAR
and FrSameRtoAlt, respectively.

3 ) 4 ) 5 ) 6 ) 7 ) 8
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Fig. 10. FrSameRtoAlt with its extensions €8, 5, 8}% primary path loss

A. Analysis Methodology

We again use the methodology presented in Section lll-
A for our evaluation, but in this section we investigate
alternate path RTTs. The primary path remains unchanged



(see Figure 11). However, the alternate path’s core link has
three possible one-way delays: 25ms, 85ms, and 500ms (i.e.,
end-to-end RTTs of 90ms, 210ms, and 1040ms). These val-
ues sample reasonable RTTs experienced on the Internet.

Although 1040ms may seem large, flows passing through Primary Path Loss Rate: 3%
cellular networks often experience RTTs as high as 1 or more ™~ L A
seconds [12], [13], [15]. as .
O 40
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Note that we do not simulate different link bandwidths.
Lowering the alternate path's bandwidth simply increases_
the RTT, which we already independently control. Thus, theg
bandwidths remain constant in all our simulations.
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B. Symmetric Path Delays

Figure 12 illustrates the results f8, 5, 8}% primary path
loss rates, a 90ms primary path RTT, and a 90ms alternafg
path RTT. Our first observation is that the extensions redluceil 2|
the performance gap between the three retransmissiorigmlic
(compare Figure 12 with Figure 6). For 3% primary path loss,
the three policies perform relatively the same (less than 5% °

ransfer Time (

30

10 -

difference) for 0-4% alternate path loss. Higher altermtth Alternate Path Loss Rate (%)
loss rates cause AlIRtxAlt to degrade performance by as much
as 20%, while the results for AlIRtxSame and FrSameRtoAlt Primary Path LOSS Rate: 8%
remain unchanged. 10
When the primary path loss rate is 5%, AllRtxSame and__
FrSameRtoAlt again perform similarly. AlIRtxAlt, on thehsr 3 T ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
hand, improves performance by as much as 10% and degrades w0l
performance by as much as 14%, depending on the alternaé ‘ ‘ H H ‘ ‘ ‘
path’s loss rate (generally an unknown metric). Comparingg |
this relatively low degradation to the degradation of 108%2 ‘ ‘ H H ‘ ‘ ‘
presented in Section IlI-B for the same network conditishs, = 4|
stale RTO problem seems to have been completely eliminate§ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
The results for 8% primary path loss further confirm this 2o}
observation. AlIRtxAlt and FrSameRtoAlt outperform All- ‘ ‘ H H ‘ ‘ ‘
RtxSame across nearly all alternate path loss rates, and do ° 2 10
about the same (within 2% of each other) when that alternate Alternate Path Loss Rate (%)
path loss rate is higher than 8%. I AlRbGame s MER e TS o MR TS
Overall, the results in Figure 12 do not present a stropgy 15 AIRXAITS,  AlRXSame+MFR+TS, and FrSameR-

argument for a single best policy. FrSameRtoAlt outperfornoAlt+MFR+TS at {3,5,8}% primary path loss, 90ms primary path
AllRtxSame, but deciding between AlIRtxAlt and FrSameRRTT and 90ms alternate path RTT

toAlt is not straight forward. FrSameRtoAlt provides only

conservative gains, but does not degrade performance.at all

AlIRtxAlt may provide more significant gains, but risks the

potential of degradation of the same magnitude.



C. Asymmetric Path Delays

We find that increasing the alternate path’'s RTT to slightly
more than double (210ms) does not significantly affect per-
formance. Although the results are not shown, the graphs are
similar to those in Figure 12. Hence, we push the limits feirrth

90

and present the performance of a 1040ms alternate path RTT

in Figure 13.

The most obvious result is that AlIRtxAlt's heavy use of &
the alternate path significantly degrades performance whe8
the alternate path delay is large (no surprise). AllRtxSame =
performance remains unchanged, as expected. FrSameRtoAl
results, however, prove interesting. At 3% primary pattslos g
few timeouts occur. Hence, the alternate path is rarely ased Z
FrSameRtoAlt's results remain unchanged. With a 5% and 8%
primary path loss rate, FrSameRtoAlt degrades performance
compared to AllIRtxSame, but given the large difference thhpa
delays, this degradation is minor. The alternate path’'aydisl
more than ten times that of the primary, but in the worst case,
FrSameRtoAlt degrades performance by only 9% and 24% for
primary path loss rates of 5% and 8%, respectively.

(sec)

D. Three Paths
To determine if our conclusions hold when the number of$

—

paths between the endpoints increases, we add an addition@l T

alternate path to the topology in Figure 11. We configure-
both alternate paths to have the same properties (bandwldth.-
delays, and loss rates). Otherwise, the number of simulatio g
parameters would quickly become unmanageable. The resulfs
(not shown) are similar to those for two paths. That is, theT
relationships between the policies remain the same. Wecexpe
that the trends will remain the same for configurations with
more than three paths between endpoints.

VI. FAILURE SCENARIOS

We again evaluate the performance of the three policies
with their best performing extension(s), this time focgson
failure scenarios, an important criteria in the overallleation.
After all, a key motivation for supporting multihoming at
the transport layer is improved failure resilience. Henae,
multihomed transport layer should use a retransmissioigypol
that performs well when the primary destination become
unreachable.

File Transf&r Time (sec)

A. Failover Algorithm

In our evaluation, we assume a failover algorithm similar
to that of SCTP. Each endpoint uses both implicit and explici
probes to dynamically maintain knowledge about the reach-
ability of its peer’s IP addresses. Transmitted data ses/e a
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Primary Path Loss Rate: 8%
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Alternate Path Loss Rate (%)

mmmm AllRtXAIt + TS = FrSameRtoAlt + MFR + TS
=== AllRtxSame + MFR + TS

implicit probes to a destination (generally, the primargtée rig 13 AlIRXAI+TS, AlRXSame+MFR, and FrSameR{oAIHRETS at
nation), while explicit probes, calledeartbeats, periodically {3, 5,8}% primary path loss, 90ms primary path RTT, and 1040ms alternate

test reachability and measure the RTT of idle destinatiorf§th RTT

Each timeout (for data or heartbeats) on a particular detiim
increments an error count for that destination. The erranto
per destination is cleared whenever data or a heartbeatsent
that destination is acked. A destination is marked as failed
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when its error countexceeds the failover threshold (called C. Results

Path.Max.Retrans in SCTP).
) To gauge the performance during failure scenarios, we not

If the primary destination fails, the sender fails over to m re the file transfer time. we al nsider th
an alternate destination address and continues probing ﬂ%y easure the nie transie €, we aiso consiger the

primary destination with heartbeats. Failover is tempora imeliness of data. File transfer in a failure scenario can b

: . . _djvided into three periods: (1) before failure, (2) durigjdre
in that a sender resumes sending new data to the prlmglLVI . . . .
destination if and when a future probe to the primary de éltec'uon, (3) after failover. The first period has been oede

tination is successfully acked. If more than one alternaf . . ) o
destination address exists, RFC2960 [23] leaves the atern  1he second period, failure detection, is important for both
destination selection method unspecified. We assume a +oufi§ ransfer time and data timeliness. Fast failover time im

robin selection method. proves file transfer time, because the sender is able to Besum

RFC2960 [23] recommends default settings of: minimur‘mormaln transmission more quickly. As expected, we findttha
RTO — 1s. maximum RTO= 60s. and Path.Max.Retranst'€ failure detection time is similar for the three retrarssion

(PMR) = 5. Using these defaults, the first timeout towardolicies. o _ o _
failure detection takes Iis the best case. Then, the exponen- The retransmission policy affects timeliness of data irt tha
tial back-off procedure doubles the RTO on each Subsequgnqletermines whether a transfer is blocked during the failu
timeout towards failure detection. With PMR 5. six con- detection process. AllRtxSame delivers no data to the peer
secutive timeouts are needed to detect failure, takingaat leUntil the entire failure detection process completes aitaver
14+2+4+8+16+ 32 = 63s. In the worst case, the firstoccurs. For example, with 0% primary path loss, the sender

timeout takes the maximum of 60s, and the failure detecti§@S 30 lost data packets outstanding when failure occursrin o
time requiress + 60 = 360s. first failure scenario (link breakage at time 4s). AlIRtxAlt

The failover details in this section are important for ou"d FrSameRtoAlt successfully retransmit these 30 packets

analysis of the retransmission policies’ performance if fq after Fhe first timeout in the failure detectipn process,sthu
ure scenarios. However, we believe that the conclusions Q@laying them by only 1s (or whatever the primary path’s RTO

independent of the actual failure detection method and/grat that point). Furthermore, during each subsequenbume
parameters. that contributes to failure detection, the sender sucuabbgsf

retransmits one packet to the alternate destination. Oothie

hand, with AllRtxSame the sender successfully retransmits
B. Analysis Methodology the initial 30 lost packets only after the failure detection
_Rompletes, delaying them by at least 63s! This delay may be

but in this section we introduce failure scenarios. The logp uhacceptable to applications requiring timely data defive

in Figure 14 shows that the both paths have the same charad24"ng the thqu perloq, the sgnder has only one avallaple
teristics, except that the primary path’s core link expeses a path. for transmission in our simulations. (The results in
bi-directional failure. We simulate a link breakage betwéee Seqtlon v aPp'y to scenarios wher'e more than one path. are
routers on the core path at two different times. The first §et gvanable _durlng the _th'rd perl_od.) Figure 15 presents thal i
failure experiments experience the link breakage at tinés transfgr times fo'r failure at time- 4.32 As _the graphs show,_
into the transfer. With 0% loss on the primary path, about he{r'e primary path’s IOS,S rate has m|n|mal.|nfluencef on.the file
of the 4MB file transfer is complete by this time. The secongansfer time. Comparing these results with those in Figire
set's link breakage occurs at time 6.8s into the transfer, suggests'that the thqu period has heaymst mfluepce on file
specifically chosen to occur during the last RTT of the 4Mgans]1:er tlrr]ne. Sln(_:e_ fallure_occufrshrelatwe:cy e_ar:y in file

file transfer when the primary path’s loss rate is 0%. In boffiansfer, the remaining portion of the transfer is largeugfo

failure scenarios, the link remains down until the end of thtgIat its sole use of the alternate path is the most influential
factor on file transfer time. Even the policies themselves do

Section V.

We use the same methodology described in Section Il

simulation. . . .
not provide much difference (at most 9%) in performance.
Primary Since there is only one available path in the third periotl, al
-—- Tttt T T T =~ three retransmission policies perform similarly, diffeyionly
4 10Mbps, 25 ms by the extensions used.
3 > ¥ . .
I @ 0-10%loss ® JOO%‘R , As a worst case example, the file transfer times for 0%
Sender $Y® Ondes Receiver . , . :
PN 7% primary path loss and failure at time 6.8s are shown in
100% \@9 Figure 16. Since this failure scenario has a link breakage
\%® 10Mbps, 25 ms ®«%«‘“’4 |n_the last RTT o_f the data transfer,_ the second penod (i.e.,
N 0—10%]loss P failure detection) is the most influential factor on file tséer
SN e - - time. Figure 16 shows that AllIRtxSame’s blocking behavior
Alternate during failure detection has drastic effects on the resitlte

file transfer with AllRtxSame takes about 70s to complete,
whereas it only takes about 8-18s (depending on the aleernat
path’s loss rate) with AlIRtxAlt and FrSameRtoAlt. The reas

is that AllRtxSame is unable to complete the transfer until

Fig. 14. Simulation network topology with random loss, eqgdellays, and
primary path failure
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after failover occurs, but AlIRtxAlt and FrSameRtoAlt are
able to finish the transfer during failure detection. Notatth
this example indeed represents a worst case situation for
AllIRtxSame, and was diabolically conceived.
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Fig. 16. AlIRtXAIt+TS, AllRtxSame+MFR+TS, and FrSameR-

toAlt+MFR+TS with primary path failure at time= 6.8s

In summary, all three policies provide similar through-
put performance for large transfers during failure scersari
However, AllIRtxSame’s blocking failure detection behavio
degrades performance if the failure coincidentally ocawgar
the end of the transfer and/or data timeliness is important.
Hence, AlIRtxAlt and FrSameRtoAlt are recommended for
failure scenarios.

VIl. CONCLUSION

We have evaluated three retransmission policies for mul-
tihomed transport protocols, using SCTP to demonstrate the
concepts. Withouta priori knowledge about the available
paths, a sender cannot have a static policy that decides
where to retransmit lost data and expect to guarantee the
best performance. Through simulation, we have measured and
demonstrated the tradeoffs of three policies in non-failmd
failure conditions. Our results show that the retransroissi
policy which best balances the tradeoffs is (1) send fast
retransmissions to the same peer IP address as the original
transmission, and (2) send timeout retransmissions to an
alternate peer IP address. We have shown that this hybrid
policy performs best when combined with two enhancements:
our Multiple Fast Retransmit algorithm, and either timegta
or our Heartbeat After RTO mechanism. The Multiple Fast
Retransmit algorithm reduces the number of timeouts. Times
tamps and the Heartbeat After RTO mechanism both improve
performance when timeouts are common by providing extra
RTT measurements and maintaining low RTO values — an

Fig. 15. AIRXAITS,  AlRtxSame+MFR+TS, and FrSameR-important feature for alternate paths that are mostly idle.

toAlt+MFR+TS with primary path failure at time= 4s
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