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ABSTRACT

Underwater objects behind a refractive surface pose problems
for traditional 3D reconstruction techniques. Scenes where
underwater objects are visible from the surface are common-
place, however the refraction of light causes 3D points in
these scenes to project non-linearly. Refractive Stereo Ray
Tracing allows for accurate reconstruction by modeling the
refraction of light. Our approach uses techniques from ray
tracing to compute the 3D position of points behind a refrac-
tive surface. This technique aims to reconstruct underwater
structures in situations where access to the water is dangerous
or cost prohibitive. Experimental results in real and synthetic
scenes show this technique effectively handles refraction.
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1. INTRODUCTION

Typical stereo techniques are not well suited to deal with
specular refractive surface. These surfaces can lead to falsely
matched correspondences and incorrectly reconstructed ob-
jects. Many common materials refract light, water being the
most common, so dealing with this problem is important
for accurate scene reconstruction. The bending of light as
it crosses a boundary between materials, or an interface, is
known as refraction and is governed by the Snell’s law [1].
Snell’s law dictates that the trajectory of light crossing an
interface is governed by the initial direction, the interface sur-
face and the indices of refraction, a physical property of the
mediums. Ray tracing models the trajectory of light in reverse
from the camera into the scene and is used widely in graphical
applications. Ray tracing is well suited for complex refraction
through multiple interfaces, however this requires complete
knowledge of the 3D scene. Stereo reconstruction aims to
accurately model a 3D scene with no prior model of the scene
itself. Refraction in stereo vision techniques and the various
limitations have been studied, and we give a brief background
in section 2. Refractive Stereo Ray Tracing (RSRT) models
the refracting surface of water as a plane. This approximation
is simple, but justified in many applications, as we explain in

section33.
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2. RELATED WORKS

Stereo vision is a major area of study. An excellent overview
of standard stereo approaches can be found in [2], and we
direct the reader to [3] for a comparison of many modern
techniques. Many techniques have been developed for spe-
cialized problems [4][5][6]. These techniques assume a lin-
ear mapping of scene points onto the image plane, however
under refraction this assumption does not hold. Reconstruct-
ing specular surfaces is an ongoing research area in com-
puter vision with much work aiming to reconstruct the re-
fracting surface[7][8][9]. [10],[11], and [12] studied refrac-
tive planes. [13] explored triangulation under refraction. Un-
like these works we do not assume ray correspondences, we
do not impose any temporal constraints, nor is our approach
constrained to specific poses or material interfaces.

A surface stereo system could potentially be deployed
instead of an underwater system. Underwater systems have
been an active topic [14] [15] [16] [17]. ROV’s and divers
have been used to monitor animals and inspect structures.
These techniques require a physical presence underwater,
which can be costly and dangerous. Our approach could
allow similar work to be carried out from the surface.

3. METHODS

3.1. Ray Tracing

Ray tracing is the rendering process of projecting rays
through each pixel into a 3D scene to compute intensity.

For a given pixel p; = [z;,y;], the equation for a ray V; is
given by
_ _B
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where A is the camera matrix,and R is the camera rotation.

These rays are intersected with surfaces in the scene. For
our approach the relevant equation is ray-plane intersection.
A plane is as defined

P-n+d=0 3)



where P is a point in the plane, n is the plane normal and d is
some constant. To solve for the intersection we substitute P
with V; from equation 1, and solve for ¢. Plugging ¢ back into
equation 1 yields intersection point I;.

Refraction is governed by Snell’s law, which is formulated
in 3D as

Viefract =71+ (r-c—+/1—=1r2-(1=¢2?))-n 4)

where n is the interface normal, [ is the light vector, r is the
ratio of the index of refraction’s (IOR) of the two materials
n1/ng and ¢ = —n - I. For our application the refracted ray
thus has an origin of I;, and a direction of V. frqct-

3.2. Physical Properties of Water

Water has a number of physical properties being utilized in
this work, but here we focus on just a few of them. The IOR of
fresh water is 1.333, which differs significantly from air with
an IOR of 1. Water exerts a force on objects which displace it,
called buoyancy. Buoyancy causes less dense objects to float,
and they come to rest at the interface[1]. We model water as a
refracting plane. This accurately models scenes with mostly
still water where wind creates capillary waves (small, irreg-
ular naturally occuring wind generated waves (different from
larger gravity waves)). These waves have wavelengths of no
more than 1.74cm and a maximum wave height (amplitude)
of 0.243cm [18]. While this water is not completely planar,
at the sampling size of a large scene of say 100 m? a network
of maximum amplitude capilary waves would mean a depth
variation of only 0.1% of the scene width.

Considering capilary waves with maximum amplitude of
0.243 cm and wavelength of 1.74 cm as idealized sine waves
in 2 dimensions, they can be expressed as

sin(2x/1.77) * (0.243/2) (5)

If we differentiate this function to compute the tangent and
compute an orthogonal vector, we find that capillary waves
have a maximum surface perturbation angle of 24.1801°.

3.3. Plane Extraction

We extract the plane by leveraging buoyancy. In our con-
trolled experiments we add small strips of colored paper to
the surface of the water. Contrasting color can aid in segmen-
tation, and SIFT matching is used to reconstruct just these ob-
jects on the surface. To extract plane parameters we perform
a principle component analysis (PCA) of the reconstructed
SIFT matches of floating objects described above. We then
compute the centroid, and define our plane as the computed
normal and centroid for a plane origin as defined in equation
3.

3.4. Stereo Matching

Stereo matching is an active area of research in computer vi-
sion, and feature based techniques are quite common as are

disparity based approaches. Feature points are used in nu-
merous applications to find correspondences and among these
SIFT matching [19] is one of the most common and best per-
forming. In rectified stereo images disparity estimation tech-
niques are typically used to find dense correspondences. Un-
der refraction however, the surface normal and camera po-
sition will affect rectification. Therefore it is necessary to
calculate new rectification parameters for each image pair in
which scene has changed. We crop our stereo pairs around the
relevant objects, recompute rectification parameters[2] and
dense correspondences are calculated using the semi global
block matching technique[20]. SIFT and disparity based cor-
respondences are used for experiments in section 4.

3.5. Refraction Based Reconstruction

To reconstruct points behind a refractive plane, we employ
ray tracing techniques. Correspondences in stereo images can
be thought of as 2 rays from the camera centers into the 3D
scene. These rays intersect the plane and are refracted accord-
ing to equation 4.

We then compute the closest intersection of these rays us-
ing a least squared error by looking at the squared error func-
tion for a parametrically defined ray. For line ¢, the squared
error function is

D?(t) = (x—zi—ai*t)> + (y—yi—bixt)° + (2 — zi — cixt) (6)

where our point is defined as [z, y, z], and our ray is defined
as initial point [x;, y;, 2;] and unit direction vector [a;, b;, ¢;].

l; = [.’Ei, Yi,s Zi] + i * [(I,i7 b, Ci] (@)

To minimize the error we take the derivative of the func-
tion to find the minima at 0. This allows us to solve a sys-
tem of 6 equations with 5 unknowns [x,y, z,t1,t2]. Solv-
ing this system gives the intersection, [z,y, z], and by us-
ing the calculated ¢; value we can determine triangulation
error. The point on ray 1 closest to the [z,y,z2] is p1 =
[€1,y1,21] + t1 * [a1,b1, c1]. Triangulation error is then the
Euclidian distance F; = dist(p1, [z, vy, z]) and is very useful
for classifying points as inliers or outliers. We discard points
where E; > p for our choice of threshold p.

4. EXPERIMENTS

4.1. Synthetic Experiments

In this subsection we will test the basic reconstruction tech-
nique with synthetic scenes as well as quantify sources of er-
ror. We test various sources of error in our approach using
rendered scenes for which we have ground truth. The scene
consists of a textured object, either a cube or sphere, and a re-
fractive plane. The objects have been rendered with a highly
textured surface to facilitate dense SIFT matching. We mea-
sure RMS from the surface to the reconstruction normalized
to the radius of the sphere or half cube length. We will focus
on 3 sources of error specific to our problem, namely errors



introduced in estimating the plane normal, errors in estimat-
ing the plane origin, and errors in estimating the refracting
material. We synthetically vary our estimates for these pa-
rameters and observe errors in the resulting reconstruction.
We conduct 8 experiments with each shape varying IOR for
the refractive plane. Results are discussed in section 5.1.

To quantify the effect of an inaccurate estimate of the sur-
face normal we randomly perturb the refractive plane normal
by varying amounts. To do this we take our ground truth nor-
mal vector and perturb it as follows. The set of all vectors
with 6 angle to unit vector v; form a circle of the unit sphere.
The parametric equation for a circle is

p(t) =r-cos(t)u+r-sin(t)-uxn+c ®)

where r is the circle radius, n is the unit normal to the circle,
c is the center, and w is a unit vector orthogonal to the normal.
For our applications n is the original normal, r = sin(6),
¢ = n - cos(). To generate a random point on the circle we
find the plane on which the circle lies, defined by n and c. we
generate a random linear basis in the plane for the intersection
with the circle. We then randomly select a point on this circle,
and take this to be the new estimate for the plane normal. We
perturb the estimate normal from 0° to 30° in steps of 0.05°.
Since this is a stochastic process we repeat the experiment
100 times for each increment of perturbation, and report the
mean. Additionally we experiment with artificially altering
the origin of the plane, by moving the origin along the normal
and measure error. For each synthetic scene we vary the po-
sition of the estimated plane centroid from [0,0,1.5] to [0,0,9]
in increments of 0.01 and report the resulting RMS. Finally to
explore how misestimation of the index of refraction affects
reconstruction we vary the estimated IOR from 0.5 to 1.5 in
increments of 0.001 and report the resulting RMS.

4.2. Controlled Experiments

To demonstrate that this approach works in a real world scene
we have conducted a series of experiments with real objects.
We have constructed a calibrated stereo system which cap-
tures images of objects in a bin that is subsequently filled with
water as illustrated in Fig. la. We place objects in a stable
position in the bin, capture stereo pairs as ground truth, and
siphon water from an upper reservoir so as to not disturb the
object. We then add small pieces of colored paper that float
to the water for use in extracting the refractive plane parame-
ters and stereo pairs are captured again. We mask the region
with colored paper and reconstruct SIFT points in this region,
erroneous points are manually removed, and PCA is applied.
Quantitative results are obtained by measuring point cloud to
point cloud distance using the Cloud Compare utility [21].

5. ANALYSIS OF RESULTS
5.1. Synthetic Results

Results for synthetic experiments are shown in Fig. 2. The
color key is in Fig 2d.

(b) An illustration of the
synthetic stereo setup.

(a) The controlled setup
with water being siphoned
from upper reservoir to the
imaging vessel.

Fig. 1: The experimental setup.

From the results in Fig. 2 we see that with increased per-
turbation, we do not see a large initial increase in RMS nor
do we see a large decline in the number of points classified
as inliers. This suggests that for small perturbance in the nor-
mal there is not much effect on the reconstructed surface, and
triangulation error increases a small amount. With a pertur-
bation of more than 5° we see a rapid decline in the number
of points that are classified as inliers, coupled with a slow but
erratic increase in RMS. This suggests that while we do see
an increase in error, many points are correctly discarded by
thresholding on triangulation error. At more extreme angles
however, RMS reaches the highest of any of our experiments
(Note: each graph has a different scaling).

Results for varying the plane origin are shown in Fig. 2b.
In our scene the plane is at z = 4 and we see that the er-
ror reaches a minimum at this point. These results show that
the plane position, and therefore intersection point has a less
significant effect on the total error than the IOR and surface
normal, however it is also more difficult to classify points as
outliers.

Results for varying the IOR of the refracting plane are
shown in Fig. 2c. These results indicate a good estimate
of IOR is important, but in practice this is easily done for
fresh water, as even many inclusions do not drastically affect
IOR[22]. Our results show within a small neighborhood IOR
minimally affects error.

5.2. Controlled Experiment Results

In this section we compare the reconstruction of our real
world objects with and without refraction. In Fig. 3a and 4a
we see qualitative results of reconstructing the model brain
and flower pot respectively. The models, reconstructed with
and without refraction, are presented occupying the same
coordinate space. It worth noting that in both sets of re-
constructions slightly different portions of the objects are
reconstructed. This is because with a refractive surface the
cameras see a different view of the object, and in the case of
our experimental setup they see a more direct view of the top
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(d) the color key for all synthetically rendered scenes.

Fig. 2: Results for synthetic scenes.

of the object.

For quantitative results we show the distance map from
the refracted reconstruction to the ground truth model in Fig.
3b and 4b. The bounding boxes for both point clouds are
shown with the reference (non refracted) box in green and
the refracted reconstruction bounding box in yellow. For the
flower pot we achieve a mean distance of 5.007mm with a
standard deviation of 4.712mm. For the model brain we ob-
tain a mean distance of 8.536mm, and a standard deviation of
7.584mm.

(a) The ground truth and re- (b) The cloud-cloud distance
fracted models and bounding boxes for the re-
fracted model

Fig. 3: Results for the reconstructed flower pot.

(a) the ground truth and re- (b) The cloud-cloud distance
and bounding boxes for re-
fracted model

fracted models

Fig. 4: Results for the reconstructed brain model.
6. CONCLUSION

In this work we have presented a scheme for reconstructing
underwater objects from surface based stereo systems by Re-
fractive Stereo Ray Tracing. These scenes pose problems to
typical techniques. We model water as a refracting plane
and have shown this holds for many scenes. We have pre-
sented methods to extract plane parameters and reconstruct
underwater objects. We have quantified potential error using
rendered scenes with refraction. Our results show that cor-
rectly estimating the refractive surface is important but that it
is also possible to eliminate erroneous points. We have further
tested this technique with real scenes and demonstrated that
plane parameters can be extracted by leveraging buoyancy.
This work aims to allow surface based reconstruction of sub-
merged structures, and does not require a physical presence
underwater which can be costly and dangerous.
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