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Abstract—This paper presents TIGHT, a geographic routing
protocol for cognitive radio mobile ad hoc networks. TIGHT
offers three routing modes and allows secondary users to fully
explore the transmission opportunities over a primary channel
without affecting primary users (PUs). The greedy mode routes
a packet via greedy geographic forwarding until a PU region is
encountered and then further routes the packet around the PU
region to where greedy forwarding can resume. It works best when
the PUs are only occasionally active. In contrast, the optimal and
suboptimal modes route a packet along optimal and suboptimal
trajectories to the destination, respectively. They work best when
the PUs are active most of the time. The suboptimal mode is
computationally more efficient than the optimal mode at the cost of
using suboptimal trajectories in rare cases. The efficacy of TIGHT
is confirmed by extensive simulations.

Index Terms—Cognitive radio, geographic routing,
CR-MANET.

I. INTRODUCTION

ACOGNITIVE radio mobile ad hoc network (CR-
MANET) refers to a MANET formed by mobile nodes

with cognitive radios, which can be further divided into mobile
primary users (PUs) and mobile secondary users (SUs) [1], [2].
There are a primary channel and also a secondary channel in-
ferior to the primary one in terms of bandwidth, channel
quality, etc. The PUs communicate over the primary channel,
while the SUs mainly use the secondary channel and can oppor-
tunistically switch to the primary channel only in the regions
free of PU communications. An exemplary CR-MANET of
this kind is one deployed for military actions or post-disaster
rescue, where the PUs and SUs correspond to VIP nodes
coordinating the network mission (e.g., commanding vehicles
or personnel) and average mobile nodes, respectively. Enabling
cognitive communications in the above scenario can obviously
help improve the spectrum efficiency of the primary channel
and also the communication performance of the SUs.
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Fig. 1. Geographic routing in CR-MANETs, where only the source SU S and
destination SU D are shown.

Effective multi-hop routing is a fundamental issue and
challenge in CR-MANETs [3]. Existing routing protocols for
conventional MANETs are not directly applicable to CR-
MANETs, as there is the new requirement that the SUs make
full use of the transmission opportunities over the primary
channel which are induced by the PUs’ mobility and dynamic
communication activities. There have been some attempts (e.g.,
[4]–[9]) to adapt reactive MANET routing protocols such as
AODV [15] and DSR [19] for CR-MANETs, which inevitably
inherit some undesirable features of reactive MANET routing
protocols. In particular, all involving route discovery and main-
tenance processes, these protocols require each node to main-
tain a lot of state information and thus are not scalable [10]. In
addition, they are very sensitive to node mobility which may
cause frequent route breakage and excessive routing control
packets for repairing and rediscovering end-to-end routes [10].

Stateless geographic routing is more promising for CR-
MANETs. Consider Fig. 1 as an example, where the shadowed
regions represent where the SUs cannot use the primary channel
and are called PU regions hereafter.1 There are two intuitive
strategies for geographically routing packets from S to D.
First, if S knows D’s location only, it can label every packet
with D’s location and then route it with classical GPSR [10]
until the packet reaches the perimeter of the first PU region.
Next, the packet is routed along the perimeter of the PU region
and then returned to the GPSR mode. This process continues
until the packet reaches D, and the ideally shortest physical

path traversed by the packet comprises vector
−→
Sa, arc

�

ad,

tangent vector
−→
de, arc

�
eg, and tangent vector

−→
gD . The second

strategy assumes that S additionally knows the PUs’ locations
whereby to construct the PU regions. Then S derives the
shortest physical path towards D, consisting of tangent vector

1How a PU region is defined will be discussed shortly.
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−→
Sb , arc

�

bc, tangent vector
−→
cf , arc

�

fg, and tangent vector
−→
gD .

This latter physical path is obviously shorter than the first one.
Both strategies only require each node to know its own location
and a location service such as [12] for answering the queries
about node locations. Since there is no routing table maintained
at every node, they are stateless and scalable. In addition, they
are relatively insensitive to node mobility and have much lower
routing overhead for two reasons: (1) packet routing relies on
node locations instead of particular next-hop nodes, and (2)
there are no route discovery or maintenance.

This paper presents the design and evaluation of TIGHT, a
novel geographic routing protocol for CR-MANETs to fully
implement the above geographic routing strategies. The design
and name of TIGHT comes from a simple observation. If

there is no PU region blocking vector
−−→
SD , it is apparently the

shortest trajectory over the primary channel from S to D. Now
if we view the PU regions as physical obstacles, the shortest
trajectory can be found by simply tightening a rope from S to
D around the perimeters of some specific PU regions, and it
will consist of a vector from S and tangent to the first PU region
involved, a vector towards D and tangent to the last PU region
involved, bitangent vectors with each involving two PU regions
(if any), and the arcs connecting (bi)tangent line segments on
the perimeters of involved PUs. TIGHT has three routing modes
based on the above observation.

• Greedy mode: Corresponding to the first routing strategy
above, this mode requires each packet forwarder (includ-
ing the source itself) to perform local spectrum sensing to
identify any nearby PU region and (if any) route around
it based on our observation above: the shortest trajectory
circumventing the PU region is along its perimeter until
where greedy geographic forwarding can resume. This
mode works best when the PUs are known to be only
occasionally active and otherwise may use unnecessarily
long trajectories (as shown in Fig. 1).

• Optimal mode: Corresponding to the second strategy
above, this mode requires the source SU to compute the
optimal (i.e., shortest) trajectory to the destination SU
based on the PU locations. This mode works best when
the PUs are known to be very active. The major challenge
is on fast determination of the optimal trajectory for every
packet, for which we propose an efficient solution.

• Suboptimal mode: This mode is proposed to further reduce
the computational complexity of the optimal mode in com-
puting per-packet trajectories at the expense of possibly
deriving suboptimal trajectories.

The high performance of TIGHT is confirmed by extensive
simulations. In particular, our simulation results show that, in
contrast to classical GPSR involving the secondary channel
only, TIGHT can dramatically reduce the end-to-end packet
latency in simulated scenarios while maintaining comparable
packet delivery ratio and thus confirm the great benefits of
cognitive MANET communications.

The paper is organized as follows. Related work are summa-
rized in Section II. Network model is discussed in Section III.
We detail TIGHT algorithm design in Section IV. After that, we

demonstrate the efficacy of the proposed scheme in Section V.
In the final section, we draw the conclusion.

II. RELATED WORK

This section discusses some work most germane to TIGHT,
and we refer readers to [3] for a more comprehensive survey on
routing in cognitive radio ad hoc networks.

Geographic routing protocols for conventional MANETs
motivate the TIGHT design. GFG [17], [18] is a geographic
routing algorithm that extracts a connected planar subgraph
on which routing is performed. The packet is guaranteed of
delivery as long as the unit graph is static and connected during
the time to route a message. As the detailed routing protocol of
GFG routing algorithm, GPSR [10] supports a greedy mode in
which every node, say X , selects the next hop as the neighbor
which is closest and also closer than X to the destination, say
D. If a valid next hop exists, the greedy mode continues until
the packet reaches D. If no such node exists, the perimeter
mode of GPSR is activated to route the packet around the void
until the greedy mode can resume. TBR [11] is another known
geographic routing strategy in which every packet is routed
along a physical trajectory to D. GPSR and TBR are nearly
stateless, highly scalable, and very insensitive to node mobility.
However, since GPSR does not take the PU information into ac-
count, directly adopting GPSR to CR-MANETs often leads to
longer routing path. Also, how to obtain the optimal trajectory
required by TBR in CR-MANETS remains an open challenge.

Most of the routing protocols proposed for CR-MANETs
so far involve on-demand route discovery and thus require
each intermediate node to maintain significant amount of state
information. In particular, existing protocols [4]–[6], [8], [9]
are adaptations of AODV [15] or DSR [19] to CR-MANETs.
They all involve on-demand route discovery to find spectrum-
aware end-to-end routes as well as route maintenance in case
of route breaks due to node mobility or dynamic spectrum
availability. SEARCH [7] sends on-demand route requests on
every channel using greedy geographic routing, based on which
the destination can then derive an optimal, possibly multi-
channel path which involves multiple anchor nodes with each
identifying a unique PU region to be circumvented. As pointed
out in [3], SEARCH’s path optimization is very sensitive to
node mobility and spectrum dynamics. In contrast, our TIGHT
protocol is free of route discovery and maintenance, and it
inherits the aforementioned merits of GPSR and TBR.

III. NETWORK MODEL

We consider a CR-MANET with Np PUs and Ns SUs with
Np � Ns. There are a primary channel of rate Rp and a
secondary channel of rate Rs < Rp. Every PU communicates
with the SUs and other PUs over the primary channel only.
In contrast, every SU has a single transceiver tunable onto the
secondary and primary channels, but it can use the primary
channel only when the PUs are not interrupted. The extension
of TIGHT to multiple primary/secondary channels is feasible
and left as future work. Furthermore, we assume that the PUs
do not participate in packet forwarding for simplicity only.
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PU regions are defined as follows. Assume that the PUs and
SUs have the same circular transmission range R. To ease the
presentation, we also assume that every PU only communicates
with the nodes (SUs or PUs) within its transmission range and
discuss how to relax it in Section IV-D. It follows that all the
SUs within 2R from any PU should not use the primary channel
unless they are communicating with the PU. We thus define a
simple PU region as a circle of radius 2R centered at a PU and a
complex PU region as the union of multiple simple PU regions,
each overlapping with at least one other simple PU region
in the same complex PU region. Our subsequent illustrations
involving a PU region without specifying the adjunct simple
or complex apply to both a simple and a complex region.
Furthermore, we assume that every SU can reliably detect
existing PU transmissions by energy detection [20], feature
detection [21], or other techniques [22]–[24].

It is worth noting that a PU may not always communicate.
For example, it is commonly assumed that the communication
activities of the PUs can be modeled as i.i.d. exponential
ON/OFF processes with mean μON for the ON state and μOFF

for the OFF state. Therefore, a PU region defined based on the
PU location(s) may be too conservative when μON is small,
and/or μOFF is large. How the PU activities affect our TIGHT
protocol will be discussed shortly.

Similar to any geographic routing protocol such as GPSR
[10] or TBR [11], TIGHT assumes that all the PUs and SUs
know their own locations either from an internal GPS receiver
or other positioning algorithms. In addition, both PUs and SUs
can freely move, and their locations can be updated with and
queried from an in-network location service such as [12]–[14].
The practicality of a scalable and lightweight location service
has also been adequately argued in Section 3.7 in [10].

IV. TIGHT DESIGN

This section details the TIGHT design. We first discuss the
greedy, optimal, and suboptimal modes in sequel. Then we
discuss some measures to enhance the performance of TIGHT.
For convenience, we use S and D as the exemplary source and
destination SUs henceforth. Since we assume that only the SUs
participate in packet forwarding, the forwarding nodes involved
in our following illustrations concern the SUs only.

A. Greedy Mode of TIGHT

Similar to GPSR [10], the greedy mode routes every packet
based on the locations of every node’s intermediate neighbors.
Specifically, S marks every packet with D’s location and then
makes a locally optimal, greedy choice for the packet’s next
hop, which is the neighbor geographically closest to D. Every
intermediate node first tries to make the same greedy choice,
and the void-handling strategy of GPSR is invoked to route
around any void encountered.

TIGHT’s greedy mode differs from GPSR in the following
aspects: First, the centroid of PU regions is defined to enable
routing along shorter paths, also reducing the possibilities of
routing failures; Second, the criterion of choosing the next
hop node in our PU avoidance phase and the perimeter mode

Fig. 2. Illustration of TIGHT’s greedy mode, where C denotes the centroid of
the complex PU region involving three PUs.

in GPSR is different. Compared to GPSR, TIGHT is more
efficient and reliable in routing around PU regions using the
proposed greedy mode.

Below we explain with Fig. 2 to illustrate how to route
around a PU region in TIGHT’s greedy mode. The PU avoid-
ance phase starts when a packet arrives at node X which is the
closest SU to D outside the shown PU region. Even if X may
have neighbors closer to D inside the PU region, the greedy for-
warding of this packet has to stop because the closer SUs are not
allowed to transmit over the primary channel. We address this
issue by a simple geometric rule. Assume that X is aware of the
locations of three nearby PUs, e.g., by exchanging information
with neighboring nodes within the PU region over a common
control channel. It then derives the centroid of the PU region,
denoted by C, and checks whether the counterclockwise angle
∠DXC is no larger than π. If so (as in Fig. 2), the physical path
in the clockwise direction around the PU region is more likely
to be the shorter one towards D. Then X appends to the packet
its location and bit 0 which indicates clockwise. Assume that
PU1 is the closest PU to X in the PU region, X forwards the
packet to node Y , which is its most clockwise neighbor outside

the PU region with respect to the vector
−−−−→
PU1X . Similarly, node

Y determines its closest PU in the PU region (still PU1 in Fig. 2)
and continues forwarding the packet to its most clockwise
neighbor with respect to the vector from the corresponding PU
to Y . During this PU avoidance process, the current forwarding
node might move closer to another PU that is not marked for
routing around previously, in this case, the node still moves
according to the direction specified in the packet header but the
current PU to route around is updated to be the closest PU. This
process continues until the packet arrives at a node outside the
PU region and closer to D than X . This node removes X’s
location and bit 0 from the packet, terminates the PU avoidance
phase, and resumes the greedy forwarding. If the clockwise
angle ∠DXC is larger than π, X appends to the packet its
location and bit 1 which indicates counterclockwise, and the
packet is accordingly routed counterclockwise with respect to−−−−→
PU1X . Also note that the packet may enter and exit the PU
avoidance phase multiple times when circumventing the same
PU region. It can be seen that the physical trajectory taken by
the packet closely approximates the perimeter of the PU region
if SU density is sufficiently high, which is in accordance with
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our aforementioned observation for a tightened rope. Directly
adopting the perimeter mode in GPSR is insufficient for the
following reasons. First, when packets arrive at X , no clear
instructions are given as to which direction to route around
the PU regions. This could cause inefficiency, leading longer
forwarding paths, and even forwarding failure; Second, The
strategy of choosing the next hop node during the PU avoidance
phase is still traversing progressively along closer faces towards
D, hoping to find an exit in the end. In the case shown, it’s
possible that no closer faces can be found. Thus, it’s essential
to adopt the proposed greedy mode to tackle routing around PU
regions.

B. Optimal Mode of TIGHT

As said, TIGHT’s optimal mode can route every packet
along the shortest (optimal) trajectory from S to D based on
the known PU locations. It is motivated by TBR [11], and
our contribution is an efficient way to determine the shortest
trajectory in CR-MANETs. This mode consists of trajectory
computation and trajectory-based forwarding.

1) Trajectory Computation: Assuming that the line segment−−→
SD is blocked by at least one PU region, the shortest tra-
jectory then should circumvent a sequence of non-repeated
PU regions. According to our tightened-rope observation, it
intuitively consists of a tangent line segment from S to the first
PU region involved, a tangent line segment from the last PU
region involved to D, some line segments with each bitangent
to two consecutive involved PU regions, and some arcs along
the perimeters of involved PU regions. A line segment involved
is tangent if involving S or D and bitangent if involving two
PU regions. We thus shall not use the term bitangent henceforth
to simplify the presentation. How could S efficiently derive
the shortest trajectory to D based on the PU locations? For
this purpose, we assume that the network region is enclosed in
the upper-right quadrant of a Cartesian coordinate plane whose
origin is the intersection of the lines tangent to the leftmost
and bottommost points of the network region. The location of
every node is then converted into the corresponding Cartesian
coordinates. Since the shortest trajectory can be completely
described by specific tangency points in order on some PU
regions’ perimeters, our goal is then to find these specific
tangency points.

A plausible solution is to enumerate all possible trajectories
and then pick the shortest. Assume that the vector

−→
SD is

blocked by at least one PU region. Given Np PUs, there are
at most Np non-overlapping PU regions, each being a simple
region as a circle of radius 2R around a PU. The number of
ways for the trajectory to involve n ≥ 1 PU regions is thus up to
Np!/(Np − n)!. There are two outer tangent line segments and
two inner ones between any two consecutive simple PU regions,
and there are also two tangent line segments from S to the first
simple PU region and two tangent line segments from the last
simple PU region to D. The number of candidate trajectories is
thus up to #total =

∑Np

n=1 #n, where #n = 2× 2× 4n−1 ×
(Np!/(Np − n)!) = (4nNp!)/(Np − n)!. This method is com-
putationally expensive (if not infeasible) even for reasonably
large Np. For example, #total ≈ 4.88× 1012 for Np = 10, and

#total ≈ 3.43× 1030 for Np = 20. In addition, the shortest
trajectory discovered with this method may be infeasible. For
instance, a tangent line segment between two random PU
regions may traverse some other PU regions, and any candidate
trajectory containing such tangent line segments is infeasible.

Our solution depends on a directed weighted forward graph
built upon on selected tangent line segments and the arcs con-

necting them. Specifically, let the vector
−−→
SD define the forward

direction. Then we convert every nondirectional tangent line
segment, say xy, into a vector

−→
xy if

−→
xy forms an acute angle

with
−−→
SD and into −→yx otherwise. Likewise, a nondirectional arc

�
xy is converted into a directional forward arc from x to y if

−→
xy

forms an acute angle with
−−→
SD and from y to x otherwise. Every

vertex of the forward graph corresponds to a unique forward
tangent line segment and has a weight equal to the segment
length. An edge from one vertex to another corresponds to a
forward arc connecting the two corresponding line segments,
and the edge cost equals the arc length. S and D are also ver-
tices of the forward graph, as they have outgoing and incoming
tangent line segments, respectively. Once the forward graph is
constructed, we can apply the classical Dijkstra algorithm to
find the shortest path (trajectory) from S to D. Our solution is in
line with the tightened-rope observation: the shortest trajectory
from S to D consists of forward tangent line segments and arcs
on a sequence of non-repeated PU regions.

The forward graph is constructed in three steps below.
Step 1) We eliminate the forward tangent line segments

traversing at least one PU region, as forwarding
packets along those segments will most likely in-
terfere with the PUs. Since a simple PU region is
a circle of radius 2R around a PU, those segments
less than 2R from any PU are eliminated.

Step 2) We determine the edges of the forward graph, which
is equivalent to deciding whether and how any two
remaining forward tangent line segments can be
connected. Consider two arbitrary forward line seg-

ments, say
−→
ab and

−→
cd . A directional edge from

−→
ab

to
−→
cd exists in the forward graph if and only if three

following conditions are all satisfied.

1)
−→
ab and

−→
cd generally involve three distinct PUs

in the forward direction, say PU1, PU2, and PU3,
with a on PU region-1, b and c on PU region-2,
and d on PU region-3. The exception occurs
when a corresponds to source S, and/or d corre-
sponds to destination, in which case PU region-1,
PU region-3, or both are undefined. This con-
dition is necessary, as the shortest trajectory
should not traverse the same two consecutive
PU regions twice according to the tightened-rope
observation.

2)
−→
ab and

−→
cd can be connected by a forward arc. A

counter example is given in Fig. 3(a) for clarity.

As we can see, if both
−→
ab and

−→
cd are on the

shortest trajectory, we can only connect them via
the arc from b to c which is not in the forward
direction. This connection method, however, vi-
olates the tightened-rope observation.
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Fig. 3. Invalid combinations of tangent line segments.

3) Points b and c are both in the clockwise or coun-
terclockwise directions of −−−−−→PU1PU2 and −−−−−→PU2PU3,
respectively. We can easily see why this require-
ment is necessary through the counter example
in Fig. 3(b), where b is clockwise from −−−−−→PU1PU2,
and c is counterclockwise from −−−−−→PU2PU3. Since−→
ab and

−→
cd can be connected by a forward arc

from b to c, Condition 2 is thus satisfied.
−→
ab

and
−→
cd , however, cannot be both on the shortest

trajectory (or a tightened rope from S to D
around some PU regions).

4) The forward arc connecting
−→
ab to

−→
cd does not

enter any PU region, which should be an obvious
requirement.

If it is determined that a directional edge from−→
ab to

−→
cd exists in the forward graph, the edge cost

is simply the length of the forward arc connecting
them.

Step 3) Recall that there are two forward tangent line seg-
ments from S to every simple PU region and two
from every simple PU region towards D. To ac-
commodate those segments surviving Step 1 and
Step 2, we add to the forward graph two special
vertices with zero weight for S and D. The vertex
for S has outgoing edges of zero weight to its re-
maining line segments (i.e., vertices), and the vertex
for D has incoming edges of zero weight from its
remaining line segments (i.e., vertices). Finally, we
remove the vertices (except the two special ver-
tices) with no outgoing or incoming edge, and the
forward graph is ready as input into the Dijkstra
algorithm.

Computational Complexity Analysis
The computational complexity of the above operations is

determined by the number of vertices in the forward graph.
Specifically, the Dijkstra algorithm is known to run in O(N2)
for a graph with N vertices. In our case, there are at most Np

PU regions with each being a simple PU region. So there are at
most 2Np forward tangent line segments from S and 2Np to D,
and there are two external and internal tangent line segments
between every two PU regions. It follows that the forward
graph contains no more than N = 4Np + 4

(
Np

2

)
vertices. For

example, N equals 220 for Np = 10 and 840 for Np = 20. In
addition, N ≤ 4Np + 2N2

p for very large Np, leading to the
computational complexity of O(N4

p ) for employing the Dijkstra
algorithm. Building the graph itself has a higher requirement
of computation capability due to the check of the existence of
edges between pairs of vertices and also the requirement of arcs
not entering any PU region. Thus, the computation complexity
of building the graph is O(N5

p ), which also represents the
overall complexity for the algorithm. A method to reduce the
computation complexity is deferred to Section IV-C.

An Example
A simple example is shown in Fig. 4(a) for clarity, where

the tangent line segments blocked by any PU region (e.g.,
those from S to PU region-4) are not shown. Segment 2 is
eliminated because the forward arcs connecting it to segments
9, 6, and 24 all enter PU region-1. Segment 22 is removed
because it fails the third condition in Step 2: a8 is in the coun-
terclockwise direction of

−−−→
SPU1, while a7 is in the clockwise

direction of −−−−−→PU1PU2. After segment 22 is removed, there is
no other tangent line that can form a valid connection with
segment 5, so segment 5 is also removed. Segments 9 and 24
are eliminated for lack of a valid connection to them from S.
Segments 19, 10, and 15 are removed because there is no valid
connection from them to D. The remaining segments can all
be processed likewise, and more invalid tangent segments will
be removed. Fig. 4(b) shows the eventual directed graph, where
all the vertex and edge costs are determined during the graph
construction.

2) Trajectory-Based Forwarding: Once the optimal trajec-
tory comprising line and arc segments is decided, S inserts
it in the packet header and starts trajectory-based forwarding.
TIGHT adopts a greedy forwarding strategy: most advancement
along the current segment in the trajectory. Specifically, S
or every intermediate node tries to select the next hop as its
neighbor closest to the end of the first segment and also outside
of any PU region. If there are candidate next hops beyond the
current segment, the one closest to the end of the next segment
is chosen, in which case the current segment information is
removed from the packet header, and the next segment becomes
the current one. A void occurs if the current node cannot find a
neighbor closer to the end of the current or next segment than
itself. We can adopt the many void-handling strategies surveyed
in [16] to route around the void.

C. Suboptimal Mode of TIGHT

This suboptimal mode is proposed to reduce the computa-
tional complexity of the optimal mode by building a different
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Fig. 4. An example for the forward graph.

forward graph with much fewer vertices. Recall that the shortest
trajectory can be completely described by specific tangency
points on a sequence of non-repeated PU regions. Consider
any two PUs, say PU1 and PU2, where −−−−−→PU1PU2 is in the

forward direction., i.e., forming an acute angle with
−−→
SD . If

PU region-1 does not overlap with PU region-2, there are two
external tangency points and two internal ones on each PU
region; otherwise, there are only two external ones on each PU
range. We classify the tangency points on both regions in the
counterclockwise and clockwise directions from −−−−−→PU1PU2 into
a LEFT group and a RIGHT group, respectively. Now consider
PU2 and PU3, where −−−−−→PU2PU3 is in the forward direction. The
tangency points with regard to PU2 and PU3 can be similarly
classified into a LEFT group and a RIGHT group. Since the

forward direction
−−→
SD is given, it can be easily shown that

the LEFT (RIGHT) points on PU2 with regard to −−−−−→PU1PU2 are
also LEFT (RIGHT) with regard to −−−−−→PU2PU3. This observation
can be generalized to any PU pairs in the forward direction.
There are up to 4Np tangency points on each PU region-x,
including two for S, two for D, and four for each other PU.
These 4Np tangency points can be simply classified into two
groups, denoted by LEFTx and RIGHTx, respectively.

The forward graph in the suboptimal mode is built upon
the above groupings of tangency points. Specifically, every PU
contributes two vertices to the forward graph, corresponding
to LEFTx and RIGHTx. It is a little tricky to define the cost

Fig. 5. Computing edge costs in the suboptimal mode, where the arrow
indicates the group belonging of a tangency point.

of every directional edge. Consider Fig. 5 as an example,
where not all the tangency points are shown for clarity. Assume
that the shortest path from S to the vertex LEFT1 has been
discovered via the Dijkstra algorithm and reaches PU region-1
through a tangent line segment ending at point a which belongs
to LEFT1. Point a then determines a unique shortest trajectory
from LEFT1 to LEFT2, comprising the arc from a to b and tan-
gent vector

−→
bc. Consequently, the cost of the edge from LEFT1

to LEFT2 is updated from undefined to |
�

ab |+ |−→bc|. Likewise,
if the shortest path from S to LEFT2 can be discovered through−→
bc, the cost of the edge from LEFT2 to RIGHT3 is updated

from undefined to |
�

cd |+ |−→de|. In summary, an edge cost in the
forward graph stays undefined until the shortest path from S to
the starting vertex is discovered. Also different from the optimal
mode, there is no cost associated with every vertex in the
suboptimal mode. In addition, two virtual vertices are added to
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Fig. 6. Illustration of the modified Dijkstra algorithm.

the forward graph for S and D, respectively, and every related
edge cost is simply the length of the corresponding tangent line
segment. Similar as in the optimal node, we need to determine
whether any tangent line segment or any combination of an arc
and a tangent line segment is valid. Specifically, every tangent
line segment blocked by any PU is removed before algorithm
execution. In addition, no arc in the backward direction or with
two end points in the LEFT and RIGHT groups, respectively,
can be used to define an edge cost during algorithm execution,
which is still in line with the tightened-rope observation. The
forward graph corresponding to Fig. 4(a) is shown in Fig. 7,
where the letter “L” denotes the left group and “R” denotes
the right group. We can see that the number of vertices is
dramatically reduced in contrast to Fig. 4(b).

We also need to slightly modify the Dijkstra algorithm. Con-
sider Fig. 6 as an example. Assume that the shortest trajectory
to vertex LEFT2 has been discovered through a tangent vector
ending at point a in LEFT2. According to the tightened-rope
observation, we can only use forward arcs subtending an angle
less than π in reaching other vertices. In order to reach a
forward tangent line segment starting from any point in LEFT2,
say c, the arc from a inevitably crosses PU region-1 and is
thus invalid. This means that vertex LEFT2 has become a dead
end with no reachable vertices in the forward direction. If this
happens, we set the path cost to LEFT2 as infinity and label it
unvisited. This modification makes it possible to reach LEFT2

via an alternative path and then go further to its neighboring
vertices in the forward direction. For example, a new shortest
path may be discovered later to LEFT2 through point b with a
valid forward arc to point c which starts another forward tangent
line segment.

The computational complexity for employing the Dijkstra
algorithm in the suboptimal mode is significantly reduced to
O(N2

p ), as there are totally 2Np + 2 vertices in the forward
graph. But due to procedures taken in Step 1 in Section IV-B,
the complexity is maintained at O(N3

p ). This huge advantage
is achieved at the expense of possibly suboptimal paths. Con-
sider Fig. 8 as an example, assume that the shortest trajectory
has been discovered to vertex LEFT1 via point a. Then the
algorithm will update the edge cost from LEFT1 to LEFT2 as
| �ac |+ |−→cd|. What if the length difference between the trajec-
tory from S to vertex LEFT1 via a and that via b is smaller than

|
�

ab |? Then the shorter trajectory from S via vertex LEFT1 to
vertex LEFT2 should traverse the tangent vector ending at b
instead of at a. It is worth noting that although such suboptimal

Fig. 7. Forward graph for Fig. 4(a) in suboptimal mode.

Fig. 8. Suboptimal trajectories in the suboptimal mode.

trajectories may exist in theory, we rarely observe them in our
simulations.

D. Discussion

Now we discuss how to adapt TIGHT to deal with some
issues that have been purposefully overlooked so far.

1) Different Transmission Ranges of PUs and SUs: In our
network model, the transmission ranges of PUs and SUs are
assumed equal. This is for the ease of simulation and represen-
tation. However, the application of TIGHT is not constrained
by this condition. In cases where different PUs and SUs have
different transmission ranges, the source SU can still utilize the
proposed scheme to obtain the shortest trajectory as long as the
source SU is able to obtain the location information as well as
the transmission range of these PUs. Then intermediate SUs
still forward the packet within their own transmission ranges
based on the embedded trajectory.

2) Impact of topography: In real deployment, the surface
might not always be even. It affects the planar graph we build
in such a way that the transmission range of PUs is not in the
shape of a circle. Thus, considering the level error in this case,
we would have a smaller PU region compared to that in the ideal
case (the surface is always even). So, in the ideal case, more
SUs are considered as ineligible for forwarding the packets
due to the possible interference with PUs’ communication.
Therefore, for the real deployment, it is desirable to model
the PU ranges more precisely. It should be noted that this
refined modeling requires the knowledge of the topography
such as elevation. Depending on the the specific case, we can
represent the PU region in the shape of circle, oval, hexagon
or other shapes. As long as these shapes can be geometrically
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represented, the proposed protocol can still be adapted for
deployment. Also, it is worth noting that the original scheme
dedicated to the ideal topography can still work in the real
topography. Recall that the trajectory determined in the protocol
only serves as a guideline for the intermediate forwarding
nodes to follow. When considering the next hop candidates, the
eligibility of forwarding is still determined by spectrum sensing
the environment to make sure no PUs nearby are transmitting.
Thus, in real scenario, even we model the PU ranges as perfect
circles, the forwarding process launched by secondary users
might still take place inside the circles since no PU activity is
observed and this is in fact caused by the unevenness of the
surface so that the modeled PU range is larger than it is in
reality. Admittedly, The performance of our scheme in this case
will degrade, leading to possible longer routing paths. However,
the impact is limited and will not be a major concern.

3) Node Mobility: Both PUs and SUs may move after a
packet leaves S for D. Since TIGHT does not tie the trajectory
of every packet to any specific intermediate SU, it is as insensi-
tive to intermediate node mobility as GPSR [10]. The mobility
of D can also be easily handled by letting D’s neighbors track
its movement and then geographically forwarding to D any
packet destined to its original destination. S can periodically
either get the location update directly from D or query D’s
location from the location service [12] in case D may have
moved far from its previous location S knows.

TIGHT is also highly amenable to PU mobility. Specifically,
its greedy mode is nearly immune to PU mobility due to its
reliance on local spectrum sensing at every packet forwarder.
In contrast, the optimal/suboptimal trajectory computed by S
in the optimal/suboptimal mode may be invalid or suboptimal
because the PU regions may change due to PU mobility. A
simple solution is to allow every intermediate SU to perform
local spectrum sensing and modify the trajectory if needed.

4) Computation Complexity: The basic version of TIGHT
computes the trajectory in the optimal/suboptimal mode on a
per-packet basis. This per-packet computational overhead may
be undesirable and can be reduced through batch processing. In
particular, S can derive a single trajectory for every α packets,
where α is a system parameter. Such batch processing requires
S to well predict the locations of the PU regions during the
transmission of the α packets involved. This requirement is not
so daunting as it seems. In many CR-MANETs we target, the
locations of the PUs such as commanding nodes may not be
purely random: every PU may move strictly along preplanned
physical paths or periodically update its current location and
velocity for the next duration with the location service [12].
S can then determine an appropriate trajectory for every α
packets based on predictable PU locations. How to measure
the quality of a candidate trajectory is very complicated and
related to many factors such as α, the mobility pattern of the
PUs, and the acceptable overhead for checking with the location
service [12]. The further investigation of this issue is left as
future work.

5) Insufficient Forwarding Node Density: Geographic rout-
ing protocols such as GPSR [10] assume sufficiently high node
density. When TIGHT routes a packet along the perimeter of
every encountered PU region in the greedy mode or along every

trajectory segment close to some PU region, the effective for-
warding node density is reduced because the PUs and the SUs
inside the PU regions are not allowed to participate in packet
forwarding. We can mitigate this issue by simply enlarging
the definition of every simple PU region to a circle of radius
2R+ β, where β is a system parameter no larger than R. The
logic behind this solution can be explained as follows: enlarging
the PU region enables the trajectory to deviate from the true
original PU region. Then along this trajectory, the intersection
of forwarding nodes’ region and the neighboring PU regions is
shrunk. Thus, compared to the original trajectory, the modified
trajectory has more effective forwarding nodes along it since
these nodes’ transmission will not affect PUs’ transmission.

6) Inferior/Infeasible Primary Trajectory: If the trajectory
over the primary channel discovered in the optimal/suboptimal

mode is more than Rp/Rs times as long as the vector
−−→
SD , it

is very likely better to directly route the packet using GPSR
towards D using the secondary channel only. This situation can
be accommodated by letting S compare the primary trajectory

with
−−→
SD before sending the packet. A better solution may

allow packet forwarding over a hybrid trajectory with some
segments associated with the primary channel and the others
with the secondary channel. This latter solution can also deal
with the case that S, D, or both are in some PU regions. How
to compute an optimal hybrid trajectory can be rather involved
and is beyond the scope of this paper.

7) Multi-Hop PU Communications: We have assumed that
every PU only communicates with the nodes within its trans-
mission range when defining PU regions in Section III. This as-
sumption can be relaxed by letting the PUs periodically update
the locations of their own and also potential communication
partners for the next period. S can then figure out the PU
regions which may be non-circular, and the optimal/suboptimal
mode of TIGHT can still apply without any modification.

8) Routing Overhead: Every packet forwarded with the
optimal/suboptimal node carries the remaining trajectory to
traverse. This routing overhead can be reduced by the packet
carrying a partial trajectory from S to an intermediate location
where the corresponding node computes another partial trajec-
tory towards another intermediate location or D. Obviously,
the routing overhead is reduced at the expense of additional
computational overhead at intermediate nodes.

V. PERFORMANCE EVALUATION

In this section, we evaluate TIGHT using simulations. There
are no publicly available implementations of existing CR-
MANET routing protocols [4]–[6], [8], [9]. Also, many key
implementation details are not clear enough for us to truthfully
realize the functionalities they provide. In addition, as argued in
Section I, the great benefits of TIGHT over them are inherited
from the well known advantages of GPSR over conventional re-
active MANET routing protocols [10]. So we chose to compare
TIGHT with GPSR which sends packets over the secondary
channel only.

The simulation code was written in C++. Initially, we tried
the ns-3 simulator and found that TIGHT has similar packet de-
livery ratio (PDR) to that of GPSR in small-scale CR-MANETs.
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Fig. 9. Impact of different numbers of SUs on packet delivery ratio.

In terms of end-to-end latency, TIGHT only slightly outper-
forms GPSR due to the small network scale. Since ns-3 is
known to have a poor performance in simulating large-scale
MANETs, we opted for C++ simulations to see the performance
of TIGHT in large-scale networks. The fidelity of C++ simu-
lations for TIGHT and GPSR is still very high. Specifically,
the routing of every packet in both TIGHT and GPSR depends
on the spontaneous network topology only. Therefore, we can
simply evaluate the performance of TIGHT and GPSR under
node mobility by sending packets over a number of randomly
generated network topologies. Such a simplification cannot
be made for reactive routing protocols which bind a route to
specific nodes and are thus sensitive to node mobility.

The default simulation settings are as follows. We simulate
an area of 4,000 × 3,000 m2 with 6 PUs and 1,334 SUs. The
transmission range of PUs and SUs is 250 m. We run the
simulation 8,000 times, and the PUs and SUs are uniformly
distributed at random with a different random seed in each
simulation run. We fix 30 pairs of source and destination PUs
with random relative locations in each simulation run. TIGHT is
used only when the source and destination SUs are both outside
of any PU region; otherwise, GPSR is used to send packets
over the secondary channel only. Each source SU sends one
packet of 512 bytes to its destination SU in each simulation run.
Therefore, totally 8,000 packets are sent between each source-
destination SU pair, and each data point in subsequent figures
represents the average for 240 thousand packets (unless stated
otherwise).

As discussed in Section IV-C, we performed simulations on
hundreds of randomly generated topologies and there are no
differences in the two trajectories obtained using the optimal
TIGHT and sub-optimal TIGHT, so for the evaluation below,
we use optimal TIGHT to compare with GPSR to demonstrate
the effectiveness.

A. Packet Delivery Ratio (PDR)

In this section, we show that TIGHT and GPSR have compa-
rable PDRs under various settings.

Fig. 9 compares the PDRs of TIGHT and GPSR under a
varying number of SUs. We can see that the PDRs of both
TIGHT and GPSR are sufficiently high and increase with the
number of SUs. This result is anticipated, as TIGHT and GPSR

Fig. 10. Impact of different numbers of PUs on packet delivery ratio.

both require sufficiently high node density to avoid having too
many communication voids: the more SUs, the higher the node
density, and the fewer packets dropped for lack of a valid next
hop towards the destination. In addition, GPSR has slightly
better PDR performance than TIGHT. The main reason is that
the SUs inside each PU region cannot participate in packet
forwarding in TIGHT, which in effect decreases the eligible
forwarding node density around the PU regions.

Fig. 10 compares their PDRs when the number of PUs varies.
The PDR of GPSR is not affected because GPSR sends packets
over the secondary channel only. One may expect the PDR
of TIGHT to drop when the number of PUs increases, as a
packet may on average take a longer trajectory around more
PU regions. We can see that this is not necessarily true. The
reason is that the more PUs, the more source/destination SUs
falling into PU regions, and the more packets routed over
the secondary channel using GPSR. So the PDR of TIGHT
does not necessarily decrease with an increasing number
of PUs.

The PDR of TIGHT is expected to be improved if we adopt
the strategy mentioned in Section IV-D-5. Specifically, every
source SU purposefully enlarges every simple PU region size
from 2R to 2R+ β when computing the per-packet trajectory.
In doing so, the density of available forwarding nodes along the
modified trajectory can be effectively increased. The impact of
β on the PDR of TIGHT in the optimal mode is depicted in
Fig. 11, where the PDR for the packets TIGHT sent over the
primary channel is also shown. The PDR enhancement is as ex-
pected. We observe the similar enhancement in the greedy mode
and omit the results here for lack of space. This enhancement
comes with two drawbacks. First, the average trajectory length
slightly increases from 11.4 hops for β = 0 to 11.64 hops for
β = 200 m, which may slightly increase the average end-to-
end latency. Second, a source SU may not be able to find a
valid trajectory traversing enlarged PU regions. Specifically,
we observe that the fractions of packets TIGHT sent over
the primary channel are 58.6%–53.9%–49.3%–44.9%–40.6%
for β = 0|50|100|150|200 m, respectively. Thus the usage of
the primary channel decreases as β increases, which may
also increase the end-to-end latency because the primary
channel has a higher transmission rate. The further study
about the trade-off between PDR and end-to-end latency is
underway.
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Fig. 11. PDR enhancement of TIGHT.

B. End-to-End Latency

We model the end-to-end latency of TIGHT and GPSR as
k × (packet_size/bandwidth)×#hops, where k is a constant
system parameter. k is set as the same value 1 for both TIGHT
and GPSR in our simulation to make a fair comparison. In real
scenarios, k might vary. So we add this parameter in the model
for completeness. The value of k does not affect our simulation
and neither our conclusions in the scheme comparison. Accord-
ing to this model, the latency is also proportionate to #hops

and inverse proportionate to bandwidth. If a packet is sent over
the primary channel, Rp is used as the bandwidth; otherwise,
Rs is used. The packet_size accounts for 1,024 bytes for the
data content and the routing information added by TIGHT or
GPSR. Specifically, all schemes add the destination location
to a packet, which is assumed to be four bytes long with two
bytes for x-coordinate and y-coordinate each. GPSR also needs
to record the perimeter mode entry point location, etc. The
greedy mode in TIGHT has to append the routing direction,
PU avoidance entry point location, etc., in the packet header
when entering PU avoidance phase, which corresponds to less
than five bytes in total. Also, the greedy mode in TIGHT needs
to record similar information like GPSR when perimeter mode
is invoked. In contrast, the optimal mode of TIGHT adds the
trajectory to every packet. Each trajectory consists of line seg-
ments and circular arc segments, and each line or arc segment
can be represented by its two end locations, corresponding to
eight bytes in total.

Fig. 12 shows the impact of the bandwidth ratio Rp/Rs on
the end-to-end latency of TIGHT and GPSR. As we can see,
the greedy and optimal modes of TIGHT always outperform
GPSR due to the aggressive use of the primary channel, and the
gap between them increases with Rp/Rs. Such results high-
light the advantages of cognitive communications. In addition,
the greedy mode incurs slightly shorter end-to-end latency than
the optimal mode mainly due to the longer routing header in the
optimal mode, and this advantage comes with the cost of a
lower PDR as shown in Figs. 9 and 10. We have also observed
that the latency gap between them becomes negligible if the
strategy in Section IV-D-8 is adopted to let intermediate nodes
remove traversed line and arc segments. Moreover, the optimal
mode has much better latency performance in some scenarios
as shown below.

Fig. 12. End-to-end latency.

Fig. 13. Optimal vs. Greedy: Case 1.

C. Greedy or Optimal?

Our previous results show that the optimal mode of TIGHT
has a slightly higher PDR than the greedy mode with compara-
ble end-to-end latency. In this section, we focus on comparing
the two modes by measuring their respective path length in the
number of hops in some special cases.

1) Case 1: Distant Source-Destination SUs: We conjecture
that when the source and destination SUs are far apart with
many PUs blocking the straight-line segment between them,
every packet will traverse along a much shorter trajectory
computed in the optimal mode in contrast to the greedy mode.
To validate our conjecture, we fix a source SU and the corre-
sponding destination PU at the opposite corners of the 4, 000×
3, 000 m2 rectangular region. Other SUs are still uniformly
distributed at random. Fig. 13 shows the cumulative distributed
function (CDF) functions of the path length for both modes
after 8,000 simulation runs. As we can see, the optimal mode
statistically finds shorter forwarding paths than the greedy
mode. For example, when there are 10 PUs, the mean path
lengths are 24.67 and 27.43 hops for the optimal and greedy
modes, respectively. Meanwhile, the average path lengths for
both modes increase with the number of PUs.

We also evaluate the stretch factor of TIGHT using simu-
lation. The stretch factor is the ratio of the actual path length
to the shortest path length. The result is shown in Fig. 14.
We observe for the majority (above 90%) of routes derived in
optimal mode, the stretch factor is in the range from 1 to 1.1,
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Fig. 14. Stretch factor distribution.

Fig. 15. Optimal vs. Greedy: Case 2.

indicating the obtained routes are the true shortest paths or close
to them. However, for the routes obtained in greedy mode, the
distribution of the stretch factor is more spread out and flatter.
Specifically, we notice the fraction of packets for the stretch
factor being 1 to 1.1 and 1.1 to 1.2 are close. Even when stretch
factor increases to 1.2, there is still a generally large proportion
(above 20%) of routes falling into this category.

2) Case 2: Complicated Topology: We also compare the
two modes in a special topology in Fig. 15, where the actual
geographic forwarding paths for both modes are shown and
marked with dots and squares, respectively. In the greedy mode,
the packet first reaches point b through a and thus enters
the PU avoidance phase. Since the counterclockwise direction
is decided, the packet is forwarded back to a and continues
on the line with square marks. The optimal mode, however,
manages to first identify the shortest trajectory and thus avoids
taking a detour towards the destination D. In this example,
the path length in the optimal and greedy modes is 19 and
31 hops, respectively. Correspondingly, the stretch factor is 1
and 1.63, respectively. The advantage of the optimal mode over
the greedy mode can be more profound in more complicated
network topology.

3) Case 3: PU Activities: We also compare the two modes
when the PU activity pattern varies in Fig. 16. The PU activity
factor refers to the possibility for PUs to be at ON state (PUs
keep transmitting). We observe that for the greedy mode, the
performance is affected by the PU activity factor in terms of
average hop count while for the optimal mode, the performance
is always stable. Our results confirm that the greedy mode
leads to shorter forwarding paths when the PUs are less active,
while the optimal mode excels when the PUs are very active.

Fig. 16. PU activity.

This conclusion, however, does not contradict with the term
“optimal” for the optimal mode. The reason is that when PUs
are off, the trajectory generated by S is not updated in a timely
fashion. S will still generate the trajectory assuming PUs are all
transmitting. Thus, the trajectory is always the same providing
S does not get the updated activity information of the PUs.
If there is a mechanism that updates S about PUs’ activity,
then the optimal mode can still generate the shortest path.
Without loss of generality, in the simulation, we don’t assume
the existence of this mechanism. Another remedy is provided in
Section IV-D-3. Every intermediate SU can perform local spec-
trum sensing and modify the trajectory if needed. This solution
does not rely on the previously mentioned mechanism, but can
increase the power consumption of the intermediate SUs due
to the involved computation. Therefore, in the simulation, we
haven’t provided the support of this as well. By showcasing
the result in Fig. 16, the difference of these two schemes is
hopefully better understood.

VI. CONCLUSION

This paper presents TIGHT, a geographic routing protocol
for cognitive radio mobile ad-hoc networks. TIGHT offers
three routing modes to enable secondary users to fully explore
spectrum opportunities over the primary channel without im-
posing interference on primary users. The greedy mode does
not require the knowledge of the global primary user location
information, and can route around the PU region when all
valid candidate forwarding nodes are outside of the PU region.
The optimal mode assumes the global primary user location
information is available, thus the source can derive a shortest
trajectory towards the destination before sending out packets
and intermediate forwarding nodes can also refer to the embed-
ded trajectory information to choose the next hop candidate.
The suboptimal mode lowers the computation complexity of the
optimal mode with the trade-off of possibly using suboptimal
trajectory. The effectiveness of the protocol has been validated
through extensive simulations.
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