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ABSTRACT
Dynamic spectrum access (DSA) is the key to solving worldwide
wireless spectrum shortage. In a DSA system, unlicensed sec-
ondary users can opportunistically use a spectrum band when it
is not used by the licensed primary user. The open nature of the
wireless medium means that any secondary user can freely use any
given spectrum band. Secondary-user authentication is thus essen-
tial to ensure the proper operations of DSA systems. We propose
SafeDSA, a novel PHY-based scheme for authenticating secondary
users in DSA systems. In SafeDSA, the secondary user embeds his
spectrum-use authorization into the cyclic prefix of each physical-
layer symbol, which can be detected and authenticated by a verifier.
In contrast to previous work, SafeDSA achieves robust and efficient
authentication of secondary users with negligible impact on nor-
mal data transmissions. We validate the efficacy and efficiency of
SafeDSA through detailed MATLAB simulations and USRP exper-
iments. Our results show that SafeDSA can detect fake secondary
users with a maximum false-positive rate of 0.091 and a negligible
false-negative rate based on USRP experiments.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: Security and Pro-
tection

Keywords
Dynamic spectrum access; secondary user authentication; OFDM;
cyclic prefix

1. INTRODUCTION
Dynamic spectrum access (DSA) is the key to solving worldwide

wireless spectrum shortage. According to the Cisco’s Virtual Net-
working Index [1], global mobile devices in 2014 have surpassed
7.4 billion, and global mobile data traffic will increase nearly ten-
fold between 2014 and 2019. On the one hand, the industrial, sci-
entific and medical (ISM) spectrum bands and cellular spectrum
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bands are becoming too congested to accommodate the explosive
mobile data traffic. On the other hand, large portions of the li-
censed wireless spectrum are highly underutilized. DSA is an e-
merging spectrum-sharing paradigm. In a DSA system, unlicensed
secondary users can opportunistically use a spectrum band when it
is not used by the licensed primary user.

Secondary-user authentication is essential in DSA systems. The
open nature of the wireless medium means that any secondary user
can freely use any given spectrum band. How can we authenticate
that a secondary user has been authorized to use a given spectrum
band in the given area and time duration? Without such secondary-
user authentication, legitimate secondary users who often have to
pay for spectrum access may suffer severe interference from illegit-
imate secondary users and thus be discouraged from further using
DSA systems. In addition, licensed primary users may have no e-
conomic incentives to participate in DSA systems if there are insuf-
ficient secondary users paying for spectrum access. The envisioned
bright future of DSA systems can thus be severely jeopardized.

There have been recent efforts [2–5] to authenticate secondary
users in DSA systems. Common in these schemes, a secondary
user needs to embed into his physical-layer signals some crypto-
graphic, unforgeable information, which we call a spectrum permit
and serves as his credential for using a given spectrum band. A
verifier authenticates the secondary user by detecting and verifying
the spectrum permit. Verifiers can be dedicated entities of the spec-
trum owner [2] or mobile crowdsourcing users [5]. If a valid spec-
trum permit cannot be detected, verifiers can report to the spectrum
owner which can take further actions such as triangulating the fake
secondary user and involving law enforcement. Such PHY-based
approaches are highly desirable in that they involve the physical
layer only and will not interrupt the protocol operations at the data-
link layer and above at the secondary user. These schemes use
different features of the physical layer to embed the spectrum per-
mit. In particular, Gelato [2] generates physical-layer cyclostation-
ary features; P-DSA [3] adds controlled inter-symbol interference;
FEAT [4] intentionally tunes the frequency offset; SpecGuard [5]
explores dynamic power control. Although these schemes can all
detect fake secondary users with very low false positives and neg-
atives, Gelato and FEAT have high computational overhead, and
SpecGuard is highly dependent on the FCC power constraint im-
posed on any spectrum band.

We propose SafeDSA, a novel PHY-based scheme for authenti-
cating secondary users in DSA systems. The key novelty of SafeD-
SA is to embed the spectrum permit into the cyclic prefix of each
physical-layer symbol, which refers to prefixing a symbol with a
repetition of the end. The cyclic prefix is widely used in wireless
communications systems to eliminate the inter-symbol interference



from previous symbols and simplify frequency-domain processing
in multipath environments [6]. In SafeDSA, the secondary user in-
creases (or decreases) the cyclic prefix length in each symbol of a
physical-layer frame if the next permit bit is 0 (or 1). A complete
spectrum permit is transmitted via consecutive frames and can be
easily decoded and then authenticated by a verifier interpreting dy-
namic cyclic prefix lengths.

SafeDSA is theoretically analyzed and evaluated through de-
tailed MATLAB simulations and USRP experiments. We show that
SafeDSA has the following salient features that make it ideal for
authenticating secondary users in DSA systems.

• Robust: SafeDSA can detect spectrum misuse with a maxi-
mum false-positive rate of 0.091 and a negligible false-negative
rate in USRP experiments.

• Efficient: The most intensive computation in SafeDSA is es-
timating the cyclic prefix length, which can be done very effi-
ciently and usually two orders of magnitude faster than prior
work [4]. SafeDSA is thus very feasible for both dedicat-
ed, resourceful verifiers [2] and resource-constrained mobile
crowd-verifiers [5]. In addition, the communication over-
head incurred by SafeDSA is negligible.

• Non-intrusive: SafeDSA requires minimal modification at
the secondary user’s physical layer and has negligible im-
pact on normal data throughput. We also show that SafeDSA
has negligible impact on channel estimation and frequency/-
timing estimation which rely on cyclic prefix.

The rest of the paper is organized as follows. Section 2 briefs
the related work. Section 3 introduces the system and adversary
models. Section 4 outlines the background on the cyclic prefix and
OFDM underlying SafeDSA. Section 5 details the SafeDSA de-
sign. Section 6 analyzes the theoretical performance of SafeDSA.
Section 7 evaluates SafeDSA through detailed MATLAB simula-
tions. Section 8 reports the performance of SafeDSA through US-
RP experiments. Section 9 concludes this paper.

2. RELATED WORK
This section reviews the prior work most related to SafeDSA.
The work in [7–9] proposes to equip secondary users with tamper-

resistant wireless transceivers to enforce spectrum policies and pre-
vent them from illegitimately using the spectrum. Such tamper-
resistant devices are expensive to build and subject to capable at-
tacks. In contrast, SafeDSA does not require any tamper-resistant
wireless transceiver on secondary users.

The work in [10] uses a dedicated sensor network to perform
spatially distributed power measurements for detecting illegitimate
secondary users. SafeDSA avoids deploying and maintaining such
a distributed sensor network.

There has been some work [11–13] to construct a physical-layer
covert channel which is not easily detectable by the adversary. Al-
though SafeDSA also embeds information into physical-layer sig-
nals, it does not try to hide the embedded spectrum permit but in-
stead aims to make it easily detected by any verifier who overhears
the secondary user’s transmission.

A large chunk of work (e.g., [14–16]) aims to mitigate fake sens-
ing reports about the presence or absence of primary users. This
line of research does not involve secondary users and is orthogo-
nal to SafeDSA. Authors in [17,18] discuss location privacy issues
found in spectrum sensing based on the strong correlations between
the physical locations and the sensing values submitted. The work

in [19] identifies a new attack where in database-driven DSA sys-
tems, SUs’ locations can be inferred through their used channel-
s. These work are all orthogonal to our paper. Another line of
work [20–22] targets authenticating primary users in DSA systems.
The attack under consideration is the primary user emulation attack
in which unauthorized users pretend as the primary user to use the
channel. By contrast, SafeDSA aims at authenticating secondary
users who may or may not be authorized to use the channel.

As said, the schemes in [2–5] are all PHY-based approaches for
authenticating secondary users and most germane to SafeDSA. As
the seminal work, Gelato [2] targets OFDM, the prevailing tech-
nology for wireless communications. In Gelato, every secondary
user embeds a spectrum permit by intentionally creating cyclosta-
tionary features [23] in ODFM symbols. Gelato requires the repeti-
tion of multiple sub-carriers to generate the desired and detectable
cyclostationary feature, thus decreases the data throughput. Cy-
clostationary feature detection also has high computational com-
plexity and extremely long sensing time [24]. P-DSA [3] requires
the transmitter to add controlled inter-symbol interference and the
receiver to add maximum likelihood detection to extract the per-
mit bits. However, the added inter-symbol interference still neg-
atively impacts normal data transmission. FEAT [4] embeds the
spectrum permit into the transmitted waveform by inserting an in-
tentional frequency offset, and the verifier can decode the spectrum
permit via frequency offset estimation with little knowledge about
the transmission parameters. It is, however, computationally inten-
sive to estimate the transmission parameters and thus the frequen-
cy offset. Finally, SpecGuard [5] explores dynamic power control
at the secondary user to contain the spectrum permit in physical-
layer signals. There are three techniques in SpecGuard [5]. The
performance of the first two techniques are highly dependent on
the FCC-specified maximum transmission power on each spectrum
band, and the third technique requires the secondary sender to com-
pletely trust the secondary receiver for sharing the spectrum permit.
SafeDSA neither reduces the data throughput nor has the draw-
backs of SpecGuard. It is also computationally much more efficient
than FEAT.

3. SYSTEM AND ADVERSARY MODELS

3.1 System Model
SafeDSA consists of the following system entities.

• Operator: The SafeDSA operator can be a licensed spec-
trum owner or a spectrum-service provider managing many
licensed spectrums. It issues spectrum permits to secondary
users and may charge them accordingly. The operator in-
structs verifiers to detect fake secondary users. FCC des-
ignated a few TV white space (i.e., unused broadcast tele-
vision spectrum) database administrators which allow sec-
ondary users to query TV white space availability based on
time and location. These database administrators can natu-
rally act as a SafeDSA operator.

• Secondary user: A secondary user needs to obtain a spec-
trum permit from the SafeDSA operator for using a given
spectrum band at the desired location and time. A typical
communication session involves a secondary transmitter and
a secondary receiver. The secondary transmitter is the one
to be authenticated and needs to embed its spectrum permit
into physical-layer signals. So secondary-user authentication
is equivalent to secondary-transmitter authentication.
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Figure 1: A typical OFDM framework.

• Verifier: A SafeDSA verifier is not engaged in data com-
munications with the secondary user. Instead, it passively
eavesdrops on the secondary user’s transmissions and tries to
detect and verify a spectrum permit. Since the SafeDSA op-
erations are very lightweight, verifiers can be either resource-
ful entities dispatched by the operator as in [2] or resource-
constrained mobile crowdsourcing workers (referred to as
mobile crowd-verifiers) as in [5].

An authentication instance in SafeDSA can be initiated either
according to a pre-determined random schedule or when legitimate
secondary users in a particular area report abnormal interference.
The operator instructs one or multiple verifiers in a particular area
to authenticate secondary users using a specific channel, and the
instruction contains necessary information tied to the correct spec-
trum permit. Then the verifier tries to passively decode a spectrum
permit from the secondary user’s physical-layer signals, verifies it,
and finally reports the authentication result to the operator. If a fake
secondary user is detected, the operator can take further actions to
stop spectrum misuse such as triangulating the fake secondary us-
er and involving law enforcement. Note that the operator needs
to know the locations of verifiers and also reward mobile crowd-
verifiers. How to protect the location privacy of and to provide
incentives to mobile crowdsourcing workers have both been inten-
sively studied and are orthogonal to this work.

3.2 Adversary Model
The attacker is a fake secondary user trying to use a spectrum

band. He does not have a valid spectrum permit, so he has to
fake one, repeat the one overheard from legitimate secondary trans-
missions, or simply transmit without a spectrum permit. We as-
sume that the attacker knows the entire SafeDSA operations and
has full control of his radio transceiver to arbitrarily manipulate his
physical-layer signals. We also assume that the attacker is compu-
tationally bounded and cannot break the cryptographic primitives
used to generate the spectrum permit. Finally, we assume that the
attacker cannot compromise the verifier, and the only solution to
compromised verifiers is to use multiple verifiers.

4. OFDM AND CYCLIC PREFIX
Orthogonal frequency-division multiplexing (OFDM) is a modu-

lation technique which encodes digital data on multiple carrier fre-
quencies. In contrast to traditional single-carrier communication
systems, OFDM utilizes a group of closely spaced orthogonal sub-
carrier signals to carry parallel data streams. For each subcarrier,
the data information are modulated using a conventional modula-
tion scheme such as quadrature amplitude modulation (QAM) or
phase-shift keying (PSK). OFDM has become an extremely popu-
lar modulation technique used in digital audio broadcasting (DAB),
digital television standard such as DVB-H, wireless LAN standards
IEEE 802.11 a/g/n/ac/ad, LTE, and many other applications [25].

A cyclic prefix refers to prefixing a symbol with a repetition of
the end. The concept traditionally roots in orthogonal frequency-
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Figure 2: A general OFDM frame structure.

division multiplexing (OFDM) [26], and now has its wide appli-
cations in single carrier systems [27] as well to improve the re-
silience to multipath effect. Consider the typical OFDM framework
in Fig. 1. After modulation of the input data bits, the individual
samples are parallelized and then go through inverse fast Fourier
transform (IFFT) to obtain samples in the frequency domain. The
cyclic prefix is then added to form an OFDM symbol. Assume
that N sub-carriers are used in OFDM, and let the symbol from the
IFFT output be denoted by x′ = [x[0], x[1], . . . , x[N − 1]]T. Pre-
fixing it with a cyclic prefix of length L, the resulting OFDM sym-
bol is x = [x[N − L], . . . , x[N − 1], x[0], x[1], . . . , x[N − 1]]T,
where the last N samples compose the data portion. A general
OFDM frame structure with Nsym OFDM data symbols is shown
in Fig. 2 with the cyclic prefix added. The preamble is used for
multiple functions such as signal detection, automatic gain control,
frequency offset estimation, and timing synchronization [28]. The
frame header provides information about the frame length, coding
rate, etc.. Following the header symbols is the payload section,
where Nsym OFDM data symbols are contained. Each OFDM data
symbol can be further decomposed into N + L samples, which is
individually modulated using QPSK, QAM, or other techniques.

At the receiver, the cyclic prefix is removed before the data por-
tion is processed, but it can serve a few important purposes. First, it
eliminates the inter-symbol interference from the previous symbol
as a guard interval. Second, it allows for simple frequency-domain
processing, such as channel estimation and equalization, in mul-
tipath channels. Finally, it enables accurate timing and frequency
synchronization at the receiver [29, 30].

The length of the cyclic prefix must be at least equal to the de-
lay spread of the multipath channel, which can be interpreted as
the difference between the time of arrival of the earliest significant
multipath component and that of the latest multipath componen-
t. Legacy standards such as IEEE 802.11a/g specify a fixed long
cyclic prefix (guide interval) of 800 nsec, which is equivalent to
having L = N/4. In contrast, IEEE 802.11n can use a cyclic prefix
of 400 nsec. IEEE 802.22 is the first cognitive radio-based interna-
tional standard [31], in which the cyclic prefix length can be set to
1/4, 1/8, 1/16 and 1/32 times the OFDM symbol length.

5. SAFEDSA DESIGN
In this section, we elaborate on the SafeDSA design, including

how to construct, embed, extract and verify a spectrum permit.

5.1 Spectrum Permit Construction
The spectrum permits in SafeDSA are similar to those in [2,4,5].

A spectrum permit is issued by the SafeDSA operator to a sec-
ondary user for using a channel at a specified location and time.
We assume that each channel of the SafeDSA operator has a unique
channel index. In addition, we assume that the geographic region
covered by the SafeDSA operator is divided into non-overlapping



Table 1: Design parameters.
N Number of OFDM sub-carriers or Size of FFT used
Nsym Number of OFDM data symbols in an OFDM frame
L The cyclic prefix length (measured in samples)
α channel delay spread (measured in samples)
m expansion ratio of the cyclic prefix length
n compression ratio of the cyclic prefix length

areas, each with a unique area index. Finally, we assume that all
the wireless devices are loosely synchronized to a global clock.

A secondary user requests a spectrum permit by specifying a
channel index, an area index, and a time duration which is assumed
to compose γ ≥ 1 equal-length time slots. The SafeDSA opera-
tor can use the efficient one-way hash chain technique to generate
spectrum permits. Let h(·) denote a cryptographic one-way hash
function such as SHA-1 [32]. The operator selects a random num-
ber nγ and recursively computes ni = h(ni+1 ‖ addrSU), ∀i ∈
[0, γ − 1], where addrSU denotes the hardware address of the sec-
ondary user. Next, the operator sends nγ securely to the secondary
user through traditional security mechanisms such as TLS [33]. Fi-
nally, the secondary user recursively computes {n1, . . . , nγ−1} in
the same way and uses ni, ∀i ∈ [1, γ], as his spectrum permit for
slot i in the requested time duration.

Public-key methods can also be used to generate spectrum per-
mits. In particular, the SafeDSA operator generates the spectrum
permit for each slot i ∈ [1, γ] of the requested time duration as its
digital signature over h(addrSU ‖ channel index ‖ area index ‖ i)
and send the γ spectrum permits securely to the secondary user.
This method can enable proactive detection of fake secondary users
at the cost of higher computational and communication overhead,
which will be discussed in Section 5.3.

5.2 Spectrum Permit Transmission
In this section, we illustrate how the spectrum permit is trans-

mitted through and extracted from the cyclic prefix in SafeDSA.
The cyclic prefix length is usually designed as two to four times the
root-mean-squared delay spread [34]. This level of redundancy en-
sures that the symbols will suffer the inter-symbol interference at a
minimum possibility and also facilitates more accurate channel es-
timation and equalization. Under normal channel conditions, how-
ever, the cyclic prefix length can usually be shortened to increase
the throughput. We fully utilize this observation and embed the
spectrum permit by dynamically changing the cyclic prefix length
according to the spectrum-permit bits.

It is worth noting that although the cyclic prefix exists in the
preamble and header of an OFDM frame shown in Fig. 2, we start
embedding the permit bits from the payload symbols. Maintaining
the original cyclic prefix length for preamble and header symbols
makes timing synchronization and frequency offset estimation eas-
ier and enables the secondary receiver to know the frame length
before decoding the spectrum permit.

Although SafeDSA applies to any wireless technology using the
cyclic prefix, we use the general OFDM frame structure in Fig. 2
for the ease of scheme description. We assume that the multipath
channel has a delay spread of α (measured in samples) and sum-
marize the key design parameters in Table 1.

5.2.1 Permit Encoding
We embed the permit information by adaptively changing the

cyclic prefix length of the OFDM data symbols within a whole
OFDM frame. In other words, one OFDM frame contains one per-
mit bit, which enables more reliable detection of the permit bit.
Let m(≥ 1) denote the expansion ratio of the cyclic prefix length
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Figure 3: Mapping of permit bits to cyclic prefix length (M = 2).

I I ’

Symbol i

N
k

Figure 4: Data dependency evaluation of OFDM symbols.

and n(≤ 1) be the compression ratio of the cyclic prefix length.
The original cyclic prefix length is L for each OFDM data sym-
bol. When the permit bit to transmit is 0, the cyclic prefix length
expands to Lm; when the permit bit to send is 1, the cyclic prefix
length becomes Ln. Obviously, to protect the transmission from
inter-symbol inteference, n needs to be strictly larger than α/L.
The mapping of the permit bits is illustrated in Fig. 3. Generally, we
label the scheme as an M -ary scheme if the arity for permit-bit(s)
embedding is M . Here, we embed only one permit bit (M = 2) in-
side each OFDM frame for ease of representation. We will demon-
strate later that SafeDSA is easily extensible to higher arity such as
M = 4. For the rest of the paper, M is 2 unless otherwise stated.

We first analyze the parameter constraints. We define the prob-
ability of the permit bit being 0 or 1 as p0 or p1, respectively. Ob-
viously, the data throughput would be increased or decreased if the
cyclic prefix length is reduced or extended, respectively. Hence, to
avoid decreasing the data throughput, we require p0m+ p1n ≤ 1.
Hence, by assuming that p0 and p1 are both 0.5, we have the fol-
lowing constraint set for parameter configurations:

m+ n ≤ 2,

m ≥ 1,
α

L
< n ≤ 1,

mL, nL ∈ Z.

(1)

The second equation essentially adds limitations on how small n
can be by requiring that the reduced cyclic prefix length be no s-
maller than the delay spread of the multipath channel.

5.2.2 Permit Decoding
Permit decoding, or equivalently estimating the cyclic prefix length

from the received OFDM frame, relies on the dependency between
the cyclic prefix and the matching end of the data portion. In
the transmitted signal, the cyclic prefix is exactly the same as the
matching end of the data portion. Although such ideal data de-
pendency is likely to be broken by inter-symbol interference and



channel noise, the dependency is still expected to be very high. We
use symbol i in the payload field of the OFDM frame to illustrate
data dependency evaluations, as shown in Fig. 4. Let I denote the
set of the sample indices of the cyclic prefix and I′ the set of in-
dices of the data samples that are copied into the cyclic prefix. We
denote the samples collected in serial by r. The samples in the
cyclic prefix and their copies are hence r(k), k ∈ I ∪I′. Our data
dependency evaluations are based on the pairwise correlation in the
cyclic prefix [29]:

∀k ∈ I : E{r(k)r∗(k + p)} =

⎧⎨
⎩

σ2
s + σ2

n p = 0
σ2
se

−j2πε p = N
0 otherwise.

(2)

In the above equation, σ2
s and σ2

n denote the average power of
the signal and the noise, respectively; ε denotes the frequency d-
ifference in the transmitter and the receiver oscillators as a frac-
tion of the intercarrier spacing. Note that the remaining samples
r(k), k /∈ I ∪ I′ are mutually uncorrelated.

The above pairwise correlation is used in our model to facili-
tate the estimation of the cyclic prefix length. However, one unique
challenge is that the cyclic prefix length varies according to the cur-
rent permit bit. In other words, the sizes of the sets I and I′ keep
changing for each OFDM frame. Since the amplitudes of the time
domain samples vary in a large range due to high peak-to-average
power ratio (PAPR) frequently found in OFDM systems, simply ad-
justing sample amplitude by a uniform scale may not work. There-
fore, to evaluate the likelihood of two cyclic prefix lengths, we must
ensure that the samples used are of the same lengths or normalized.

Based on Eq. (2), we consider three metrics for evaluating the da-
ta dependency within the estimated frame range. Let L′ ∈ {mL,nL}
denote the candidate cyclic prefix length. The first metric is the eu-
clidian distance D, defined as:

D =

Nsym−1∑
p=0

nL∑
k=1

|r((N + L′)p+ k)− r((N + L′)p+ k

+N)|, L′ ∈ {mL,nL}.
(3)

The second metric is the correlation C, defined as:

C =
Nsym−1∑

p=0

nL∑
k=1

r((N + L′)p+ k)r∗((N + L′)p+ k

+N), L′ ∈ {mL,nL}.
(4)

According to Eq. (2), the smaller D or the larger C, the higher the
likelihood that the candidate cyclic prefix length L′ is used in the
received OFDM frame. Note that for both metrics, the number of
samples used in one OFDM symbol is nL, which is the smallest
possible cyclic prefix length. In this way, the total number of pair-
wise values added is the same, no matter which cyclic prefix length
is used in practice. It ensures that in one of the two possible cases
of L′, the samples always fall into the cyclic prefix section.

One potential limitation shared by the above two metrics is that
the number of samples used for evaluation per OFDM symbol is
always nL, even though more samples could be used (i.e., mL
samples in the case of the permit bit being 0) to increase the es-
timation accuracy. To address this limitation, we further propose
another evaluation metric T , which is inspired by the timing metric
proposed in [35]. Specifically, we first define

P (p) =
L′∑
k=1

r((N + L′)p+ k)r∗((N + L′)p+ k

+N), L′ ∈ {mL,nL}, p ∈ [0, Nsym − 1]

(5)

as the sum of L′ correlations of sample pairs in one OFDM symbol.
We also define the total sample energy within the corresponding
cyclic prefix section as

R(p) =
L′∑
k=1

|r((N + L′)p+ k)|2,
L′ ∈ {mL,nL}, p ∈ [0, Nsym − 1].

(6)

The metric T is then defined as

T =

|
Nsym−1∑

p=0

P (p)|2

(
Nsym−1∑

p=0

R(p))2

, (7)

which measures the correlation of the received samples after nor-
malization. Since metric T uses different numbers of samples for
different candidate cyclic prefix lengths, a lower permit detection
error rate can be achieved. The detailed evaluations of all three
metrics are postponed to Section 7.

The secondary receiver or the permit verifier can thereby apply
either metric and obtain the estimated cyclic prefix length by

L̂ = argmaxL′ |C| or L̂ = argminL′D or L̂ = argmaxL′T ,
(8)

which is mapped into a permit bit. After estimating the cyclic pre-
fix length, the secondary receiver removes the cyclic prefix part
and continues to decode the data symbols. In contrast, the veri-
fier buffers all the estimated permit bits to construct and verify a
candidate spectrum permit later.

A few issues are worth mentioning here. First, the index of r
in Eqs. (3) to (6) starts from the first sample in the payload field,
which implicitly assumes that the timing offset correction can be
achieved perfectly. This assumption may not hold in practice, and
we discuss how to relax it in Section 8. Second, the detections of
permit bits in different OFDM frames are independent from each
other. Finally, an incorrect estimation of the cyclic prefix length
or permit bit results in a decoding error of data symbol inside the
OFDM frame due to the removal of wrong cyclic prefix sections. It
is thus required that permit-bit detection be robust with a much low-
er error probability than that of the normal data transmission. We
will demonstrate the effectiveness of this mechanism in Section 7
and Section 8 with MATLAB simulations and USRP experiments,
respectively.

5.2.3 Extension of M
SafeDSA can be easily extended to higher arity encoding of the

permit bits. As with the case of M = 2, we still need to apply the
constraints as defined in Eq. (1) when M is larger, i.e., the channel
conditions and the impact on normal data throughput still need to
be considered. Here, we give a brief example of M = 4 in Fig. 5.
The original cyclic prefix length is L and the four candidate cyclic
prefix lengths are L1 ∼ L4. The numbers in bracket are the Gray
codes in which adjacent symbols differ by one bit. In this way, two
permit bits can be embedded in one OFDM frame.

5.3 Spectrum Permit Authentication
The SafeDSA operator activates spectrum-permit verification (or

equivalently secondary user authentication) either according to some
random schedule or when the legitimate user complains about se-
vere interference. To do so, it chooses some verifiers in the specific
area to ensure sufficient area coverage and sends them the chan-
nel index and the starting time of the legitimate secondary user’s
time duration through traditional TLS-like security mechanisms. If
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Figure 5: Extension of M with Gray coding.
a one-way hash chain is used to construct the spectrum permits, the
operator additionally sends the hash value n0 (see Section 5.1) to
each chosen verifier. If the public-key method is chosen instead,
nothing else needs to be sent.

After receiving the authentication request, a verifier first deter-
mines the current slot number based on the starting time of the
specified time duration. Then it attempts to decode the permit bits
on the specified channel as in Section 5.2.2. All the bits detected
in the same time slot are concatenated in sequel. Since the verifier
may have missed some permit bits of the current slot, it starts per-
mit verification from the next slot. Consider slot i as an example.
Assume that the decoded permit bits for slot i are {b1, b2, . . . , bw}
and that a spectrum permit is of β bits. The verifier executes the
following verifications in order.

• Check whether w ≥ β. This step is to make sure that at least
one spectrum permit has been embedded.

• 	w/β
 segments of spectrum permit can be detected in the
time slot: 〈bjβ+1, bjβ+2, . . . , bjβ+β〉 for j ∈ [0, 	w/β
−1].
Ideally, these segments should all be the same because the
same spectrum permit for slot i should be repeatedly sent.
In practice, due to channel effects, they might vary. So as
long as one segment of spectrum permit is correct, SafeD-
SA considers the secondary user legitimate. Note that if w
is not an integer multiple of β, we simply abandon the bit-
s 〈b�w/β�β+1, . . . , bw〉. Let n′

i denote the candidate spec-
trum permit decoded sequentially. The verifier repeatedly
performs the next step of operation until either the verifica-
tion succeeds or all 	w/β
 segments have been checked but
fail the verification.

• If the one-way hash chain is used for spectrum permits, re-
cursively computes n′

j = h(n′
j+1 ‖ addrSU), ∀j ∈ [0, i− 1]

and verifies whether n′
0 = n0. If the public-key method

is used for spectrum permits instead, verify whether n′
i is

the SafeDSA operator’s digital signature over h(addrSU ‖
channel index ‖ area index ‖ i).

If the verification fails for all 	w/β
 candidate spectrum permits,
the verifier considers the secondary user fake. The authentication
results are reported to the SafeDSA operator. If any fake secondary
user is reported, the SafeDSA operator can dispatch some person-
nel to do some field test to physically locate the illegitimate sec-
ondary user and then stop spectrum misuse by possibly involving
law enforcement.

To deal with possible synchronization errors between the sec-
ondary user and the verifier, the verifier can prefix {b1, b2, . . . , bw}
with the last Δ permit bits of slot i − 1 and postfix them with the
first Δ permit bits of slot i + 1. The secondary user is authenti-
cated for slot i as long as any consecutive β bits pass the above
verifications.

To further mitigate permit-bit errors, we can encode the spectrum
permit with an error-correcting code such as the Reed-Solomon
code, in which case the second step above needs to contain error-
correction operations before verifying the bit segments.

Also note that the public-key method for spectrum permits can
enable the verifiers to proactively authenticate nearby secondary
users without the operator’s instructions. This can potentially lead
to faster detection of fake secondary users at the cost of slight-
ly higher computational overhead to verify a digital signature and
higher communication overhead for transmitting longer spectrum
permits to legitimate secondary users.

There is no way to prevent a legitimate user from sharing his
spectrum permit with other users. Such cases are not considered
spectrum misuse because only one spectrum user with a valid spec-
trum permit can use the channel at any time instant. Such spectrum-
permit sharing can actually be helpful in a communication session
involving multiple users who all need to embed a valid spectrum
permit into their respective physical-layer signals. To accommo-
date this situation, we can let one secondary user purchase the spec-
trum permits and share them with other users through traditional
TLS-like security mechanisms.

6. ANALYSIS
In this section, we analyze the computational complexity of SafeD-

SA, its impact on channel estimation and frequency/timing offset
estimation, and its security.

6.1 Computational Complexity
The computational complexity should be very low so that the

authentication operations can be performed by both dedicated, re-
sourceful verifiers and resource-constrained mobile crowd-verifiers,
as the latter can be in large quantity to ensure more coverage and
faster detection of fake secondary users. In SafeDSA, the most
time-consuming operation is to estimate the cyclic prefix length
based on the data dependency test. Since there are only two pos-
sible cyclic prefix lengths for bits zero and one, respectively, the
computational overhead is trivial. In the closest work, FEAT [4],
the verifier has to perform blind parameter estimation on multiple
parameters of the OFDM signal, resulting in a high computation
complexity. More specifically, to decode one permit bit, FEAT in-
volves three major steps: symbol synchronization, frame synchro-
nization, and frame frequency estimation. The symbol synchro-
nization is the most computationally intensive part, in which all
the possible samples in the cyclic prefix sections are used to esti-
mate the sample offset, IFFT size, and the cyclic prefix length. For
complete blind estimation, the possible ranges of the parameter-
s to be estimated need to be comprehensive, covering all possible
values. Let |R1|, |R2|, and |R3| denote the size of the estimation
ranges for the three parameters. Then the complexity for symbol
synchronization is O(|R1||R2||R3|ns), where ns is the number of
received OFDM samples. To give a concrete example, |R1|, which
stands for the range of the possible sample offset, needs to cover
the whole range from 0 to N +L−1. Likewise, the computational
complexity of the rest two steps can be similarly derived. In con-
trast, SafeDSA performs the cyclic prefix length estimation frame
by frame, utilizing only the possible samples in the cyclic prefix
sections. It incurs a computational complexity of O(ns), which is
usually at least several hundred times less than FEAT.

6.2 Impact on Channel Estimation
Channel estimation is indispensable to achieve coherent demod-

ulation and consequently higher data rates. There has been nu-
merous work dedicated to channel estimation for OFDM systems.



In most work, training sequences or pilot sequences as included
in the IEEE 802.11a standard are used for simple channel estima-
tion [36–38]. Obviously, shortening the length of cyclic prefix will
not have any impact on channel estimation if these mechanisms are
adopted. There are some other work such as [30] that utilizes dis-
crete Fourier transform (DFT) for the channel estimation. Due to
the repetition of the end of the symbol, it allows the linear convolu-
tion of a frequency-selective multipath channel to be modeled as a
circular convolution, which in turn may be transformed to the fre-
quency domain using the DFT. Since the estimation relies on the
DFT property but not the cyclic prefix length, shortening the cyclic
prefix length still does not have any negative impacts on channel
estimation.

6.3 Impact on Frequency/Timing Offset Esti-
mation

The unknown OFDM symbol arrival time and the mismatch of
the oscillators in the transceiver pairs are the two major challenges
in the design of OFDM receivers. To address these issues, previ-
ous work such as [39] relies on pilot symbols known to the receiver
to perform the estimations. Similar as the channel estimation, the
shortened cyclic prefix length will not impact the estimation perfor-
mance. Other work such as [29] exploit the cyclic prefix preceding
the OFDM symbols, thus reducing the need for pilots. In 802.11a
and other standards, the pilots are still used, hence making it less
likely to purely rely on the cyclic prefix for frequency or timing
offset estimation. Here, since the cyclic prefix length is shortened,
it is desirable that we can fully evaluate the impact of the change
so that we are confident about its application in a majority of sce-
narios. Adopting the assumptions in [29] that no additional pilot
carriers are inserted, we theoretically analyze the impact of short-
ening the cyclic prefix length on the estimation of time and fre-
quency offset. We choose the following parameter configurations
for the evaluation: N = 64, L ∈ [10, 16]. The frequency offset
denotes the difference in the transmitter and receiver oscillators as
a fraction of the inter-carrier spacing (1/N in normalized frequen-
cy) and set as 0.25. The channel simulated is an AWGN channel
with different SNR values (5, 10, and 15 dB). The performance of
the time and frequency estimators is shown in Fig. 6 in the form
of mean-squared error. The evaluation metric is not normalized. It
is clear that with higher SNRs, the estimators can achieve better
performance. When the cyclic prefix length is reduced from 16 to
14, the performance degradation is very limited. The degree of per-
formance degradation increases with the cyclic prefix shorter than
12. Overall speaking, even when the cyclic prefix length is 12, the
estimators can still achieve a good performance with mean-squared
error in time estimation being less than 40 and mean-squared error
in frequency estimation being less than 0.08.

To summarize, when mechanisms such as [29] are adopted for
time and frequency estimation, shortening the cyclic prefix length
in a controlled manner will lead to negligible negative impact. For
other mechanisms estimating time and frequency offset without us-
ing the cyclic prefix, shortening the cyclic prefix length does not
have any influence on the estimation accuracy at all.

6.4 Security
For the security analysis, we focus on the attacks related to the

spectrum permit. The attackers can either try to emulate the autho-
rized transmitter or replay an overheard spectrum permit. SafeDSA
is resilient to both attacks.

(a) Time estimation.

(b) Frequency estimation.

Figure 6: Performance of the time and frequency estimators for the
AWGN channel.

6.4.1 Emulation Attack
In the emulation attack, the attacker tries to spoof the verifiers

nearby by generating a fake spectrum permit and embedding it into
the cyclic prefix. The probability for a successful emulation at-
tack is almost negligible due to the cryptographic primitives adopt-
ed. Recall in our design, an efficient hash chain or the public-key
method is adopted to construct the spectrum permits. Therefore,
without the root of the hash chain or the SafeDSA operator’s pri-
vate key, it is beyond the computational capability of the attacker to
derive a spectrum permit based on observations of the authorized
transmitters’ signals or other rules that he might want to use.

6.4.2 Replay Attack
It is highly possible that the attacker can first decode the spec-

trum permit from the authorized transmitter’s signal and then re-
play this spectrum permit for his own transmission. To deal with
this attack, the key idea is to ensure that the spectrum permit is up-
dated frequently. In SafeDSA, each time slot has a unique spectrum
permit, so the intercepted spectrum permit will be invalid in subse-
quent time slots. The impact of replayed spectrum permits can thus
be reduced by using smaller slot length at the cost of higher com-
putational overhead at the verifier. In addition, it is still possible to
identify the attacker even within the same time slot. For example,
the verifiers can associate the signal characteristics (SNR, RSSI, di-
rectionality, etc.) with the secondary user. When any inconsistent
feature appear, the verifiers could generate an alarm report for the
operator to further investigate the issue.

7. MATLAB SIMULATIONS
In this section, we conduct thorough evaluations of SafeDSA in

MATLAB. Since improving the throughput of data transmission is
not the major goal of our scheme, we simply let n+m = 2, mean-
ing that we maintain the average cyclic prefix length as the original
cyclic prefix length by assuming that bits one and zero are equally
likely to appear in the spectrum permit. We define a new metric for
ease of representation, called the deviation of cyclic prefix length:

d = L− nL = mL− L. (9)



Figure 7: Comparing data dependency metrics (d=1).

This new metric essentially quantizes the amount of variation of the
cyclic prefix length for the payload symbols. We aim to investigate
the impact of d on permit detection.

Below, we first fully study the impact of each parameter in SafeD-
SA and then compare SafeDSA with FEAT [4] and SpecGuard [5].
We do not choose Gelato [2] for comparison because it reduces the
normal data throughput in contrast to SafeDSA, FEAT, and Spec-
Guard. The default simulation parameters are as follows: N = 64,
L = 16, and Nsym = 25. For most simulations, the AWGN chan-
nel is used unless otherwise stated, and the modulation scheme for
each OFDM sub-carrier is QPSK. The cryptographic function used
for the construction of the spectrum permit is the SHA-1 function,
which generates a 160-bit value.

Since the secondary receiver needs to correctly estimate the cyclic
prefix length for decoding the data portion, it is extremely impor-
tant that permit-bit detection is robust and reliable. In extreme cases
where most data packets would fail such as low SNR cases, we also
want to ascertain that it is not because permit-bit detection fails.

7.1 Data Dependency Metric
Recall that in Eq. (3), Eq. (4) and Eq. (7), three evaluation met-

rics have been proposed. C relies on the correlation; D calculates
the Euclidian distance; and T performs the normalization based on
received sample energy for the correlation. We compare the per-
formance of the three metrics with different channel types: AWGN
and multipath Rayleigh fading channel with five channel taps. The
results are shown in Fig. 7. Clearly T outperforms the other t-
wo metrics in both channel conditions. This is expected because
the metrics C and D adopt fewer samples and also because the
variations of sample amplitudes are not averaged. Generally, in
both channel conditions, SafeDSA can achieve very good permit-
detection performance even in very low SNR ranges. For the rest
of the simulations and experiments, unless otherwise noted, T is
chosen as the data dependency test metric.

7.2 Deviation of the Cyclic Prefix Length
We evaluate the impact of d, the deviation of the cyclic prefix

length. The larger d is, the higher requirement the system has over
the channel because the shortened cyclic prefix length becomes less
resilient to inter-symbol inteference. A natural question would be
that whether increasing d can lead to better permit-detection per-
formance. We conduct evaluations by changing the value of d for
all the three evaluation metrics and observe similar phenomena.
Fig. 8 illustrates the result using T . The result is somehow counter-
intuitive. The permit BER is the lowest when d = 1, while d being
2 leads to the worst simulation result.

This motivates us to think deeper and find out the real cause be-
hind this phoenomenon. Recall that the intuition behind designing
the data dependency metrics in Eq. (3), Eq. (4), and Eq. (7) is that
only the matching samples in the cyclic prefix section can be large-
ly dependent and thus achieve a small or large value as specified in
Eq. (8). In other words, the more samples wrongly picked outside

Figure 8: Permit BER for different ds.

of the cyclic prefix sections for the wrong candidate cyclic prefix
length, the better we can distinguish the two candidate cyclic pre-
fix lengths. Therefore, we performed another set of data analysis to
prove the correctness of the above conjecture and matches the anal-
ysis to this seemingly wrong result in Fig. 8. In this analysis, we
consider one case where the true cyclic prefix length is larger than
the estimated one. In this case, we count how many samples are
considered potential cyclic prefix samples but in fact data samples.
The result is as follows. When d is 1, the number is 311; when d
equals 2, the number is 256; and when d is 3, the number is 263.
Since the case where d is 1 has the largest number of misaligned
samples, it is surely easier to be distinguished than other cases. Be-
sides, this analysis matches the result in Fig. 8, which proves its
correctness.

Based on the above analysis, we can draw the conclusion that
permit-detection performance is largely dependent on how many
misaligned samples are used for the data dependency test but not d
itself. However, we do not think that it is necessary to propose a
guideline to demonstrate how we can directly manipulate the main
factor mentioned, as Fig. 8 shows that the three curves are close to
each other with a low BER overall. For the rest of the paper, unless
otherwise mentioned, d is set to 1.

7.3 Frame Length
SafeDSA relies on a whole frame of the received samples to per-

form the cyclic prefix length estimation. Therefore, we are curi-
ous about how many samples are good enough for the cyclic pre-
fix length estimation. In this test, we change the value of Nsym.
According to previous results, we know that permit-detection per-
formance has been very reliable when Nsym is 25. Also, intu-
itively speaking, the larger Nsym, the more samples that can be
collected for the cyclic prefix length estimation, the more accurate
the cyclic prefix length estimation, and hence the lower the permit
BER. Fig. 9 shows the simulation result when Nsym varies from 13
to 25. We clearly see the trend that larger Nsym can deliver bet-
ter permit-detection performance. In addition, even when Nsym is
13, which corresponds to about 156 bytes per frame (packet), the
BER can be as low as 3 × 10−3 when SNR is -6 dB. Again, the
effectiveness of SafeDSA has been proved.

Additionally, we show the false-positive rate of SafeDSA in Fig. 10.
For ease of evaluation, we simply let 	w/β
 in Section 5.3 be 1,
i.e., only one copy of candidate spectrum permit is verified. A
false positive (negative) refers to a legitimate (an illegitimate) sec-
ondary user mistaken for an illegitimate (a legitimate) user. We
observed that the false-positive rate descends faster than the BER
curves shown in Fig. 9. When SNR is -6 dB, the false-positive rate
can be as low as 2 × 10−3. As expected, the frame length plays
a key role in the performance. When N is 13, the false-positive
rate is generally much worse than that when N is 25. However,
since usually wireless communications are conducted when SNR
is above 0 dB [40], SafeDSA can achieve desirable detection per-
formances in this regard. On the other hand, false-negatives occur



Figure 9: Permit BER for different frame lengths.

Figure 10: False-positive rate for different frame lengths.

in cases such as when the fake secondary user randomly guesses a
correct spectrum permit. Since the spectrum permit is usually of
hundreds of bits, the false-negatives can rarely happen.

7.4 The Value of M

We also evaluate permit-decoding performance for different val-
ues of M in Fig. 11. For M = 4, we simply let L1 ∼ L4 be 14,
15, 17 and 18. As expected, the permit BER increases when M
increases from 2 to 4. Still, the performance is quite good given
that the SNR is such low.

7.5 Comparison with Related Work
In this section, we compare SafeDSA with FEAT [4] and Spec-

Guard [5]. In FEAT, the sampling frequency is set as 1 MHz. The
maximum positive frequency offset that can be used to embed the
authentication signal into a frame of the message signal fa is 5
KHz. There are three schemes in SpecGuard [5], among which
Scheme 1 increases the overall power consumption, and Scheme 3
requires additional trust relationship between the secondary trans-
mitter and receiver. So we only use Scheme 2 in SpecGuard for
comparion, with the amplitude boost factor k set as 0.14. Accord-
ing to the authors in [5], the additional power is 2% when k is 0.14,
which is an acceptable overhead. We embed one permit bit for the
entire OFDM frame for all the schemes. In addition, M is set as 2.
Using the above configurations, we aim to conduct a fair compari-
son of these three schemes without assuming additional resources.

First, we consider two different channel types: AWGN and mul-
tipath Rayleigh fading channels. Fig. 12 shows the evaluation re-
sults. Clearly, SafeDSA outperforms FEAT and SpecGuard with
a very robust permit-detection performance even under extremely
low SNR contexts. In contrast, SpecGuard can generally provide
a good performance when SNR is high enough, i.e., above 0 dB.
This is usually good enough since in such low SNR cases, the data
communication efficiency can be greatly influenced as well. FEAT
also can perform reliably in the AWGN channel but fails to per-
form consistently well in the multipath Rayleigh fading channel.
Even when SNR is 10 dB, the permit BER is around 22%. This is
undesired, as it indicates a spectrum permit with usually a few hun-
dreds of bits will be decoded wrongly at 100%. The root cause of
this failure, as we later discover, is that the estimation of some sys-
tem parameters such as Nsym is wrong. This will cause incorrect

Figure 11: Permit BER for different Ms.

Figure 13: Permit BER comparison for different frame lengths.

alignment of samples and hence wrong frequency offset estimation.
Note that we used 400 frames for the simulation for each iteration,
which is usually long enough for one whole spectrum permit trans-
mission. Certainly, if more frames are transmitted, the permit BER
of FEAT could be improved, but FEAT still does not work well in
multipath environments. By comparison, SafeDSA performs cyclic
prefix length estimation individually for each frame, requiring min-
imum samples for the estimation. Therefore, SafeDSA has no re-
quirement on the overall number of frames transmitted, and so is
SpecGuard.

We then compare the three schemes for different frame lengths
in the AWGN channel. Fig. 13 shows the results. As expected, the
permit BERs all decrease with N increases, and both SafeDSA and
FEAT can provide very reliable permit detection. Although Spec-
Guard fails to work when SNR is below 0 dB, the BER curve rapid-
ly descends when SNR is over 0 dB. In short, the three schemes can
all work well even when the frame length is small.

Lastly, we compare the three schemes’ impact on normal da-
ta transmissions. FEAT embeds the spectrum permit in the form
of intentional frequency offset. As long as the overall frequency
offset of the signal received is within a certain range that can be
corrected by the secondary receiver, there is no negative impact on
normal data transmissions. SafeDSA essentially uses the timing
gap between the “useful” payload information to embed the spec-
trum permit. Hence, as long as the timing gap, realized by the
cyclic prefix in OFDM symbols, is longer than the delay spread of
the channel, it also does not affect normal data transmissions. In
contrast, SpecGuard needs to decrease or increase the transmission
power and thus may degrade the BER performance of normal data
transmission in the latter case. The comparison is shown in Fig. 14,
where the curves of FEAT and SafeDSA are strictly aligned with
the original OFDM system’s curve. The SNR ranges are selected
as 0 to 10 dB with consideration of the higher BER of data bits
compared with that of permit bits.

8. USRP EXPERIMENTS
To fully understand how SafeDSA performs in practice, we fur-

ther implement it in GNU Radio with USRP N210 as the hardware
platform. In our experiments, we use three USRPs to represent the



(a) AWGN channel. (b) Multipath Rayleigh fading channel.

Figure 12: Permit BER comparison for different channels.

Figure 14: Data BER comparison in AWGN channel.

secondary transmitter, the secondary receiver and the verifier. The
USRPs are separated from each other by around 3 meters. 48 out
of the 64 OFDM sub-carriers are used for data transmission, and 4
sub-carriers are used for pilot symbol transmission. The bandwidth
of the signal is chosen as 1 MHz due to the hardware limitation. We
adopt two preambles for timing and frequency offset estimation.
One additional symbol is assigned for the frame (packet) header
information. The configuration of other parameters are the same as
the default configurations in Section 7.

Different from the 802.11 standard introduced earlier, our USRP
N210 transceiver only uses two preambles as discussed in [35] for
the frequency and timing synchronization. The length of these two
preambles is the same as the normal data symbols. The first sym-
bol has identical halves in time domain, so the correlation between
these two halves can be performed to find the timing metric as de-
fined in the paper at the receiver end. As discussed in Section 5, the
cyclic prefix length for the preambles as well as the packet header is
the original one, i.e., one fourth of the FFT size in our setting. The
permit-bit embedding starts from the first payload symbol and lasts
until the last payload symbol inside the frame. Timing synchro-
nization is achieved by using the special preambles defined in [35].
Hence, adopting the variable cyclic prefix length for the payload
does not affect frame synchronization. The decoded header pro-
vides the frame (packet) length information. The secondary receiv-
er or the verifier then performs the cyclic prefix length estimation
based on the frame (packet) length and accordingly removes the
cyclic prefix section of each symbol.

Different from MATLAB simulations, which assume perfect tim-
ing and frequency synchronization, in our GNU Radio implemen-
tation, the synchronization is achieved by detecting the plateau as
defined by the timing metric in [35]. Fig. 15a shows the Type 1
synchronization symbol used for the timing offset estimation. The
first grayed section with length L belongs to the cyclic prefix sec-
tion of the symbol. By designing the synchronization symbol as
having two identical halves, essentially the three grayed portions
are the same, and so are the two non-grayed portions. The timing
offset estimation is conducted starting from a pointer p until involv-

NL

p1 p2

(a) The Type 1 synchronization symbol used.

(b) The plateau effect (SNR= 20 dB).

Figure 15: The plateau effect when using the timing offset estima-
tion method in [35].

ing N samples. The plateau is reached when p is between p1 and
p2, as shown in the figure. Fig. 15b shows the plateau effect when
SNR is 20 dB. In the AWGN channel, the plateau has a width of the
cyclic prefix length due to the special preamble defined. The start
of the frame can be taken to be anywhere in this window without a
loss in the received SNR. This ambiguity of the start of the frame,
however, makes it difficult to obtain the right samples for the cyclic
prefix length estimation in Eq. (7). To address this issue, our re-
ceiver and verifier can conservatively use fewer samples than L to
perform the estimation so that the samples used fall into the cyclic
prefix sections. When SNR is very low, another challenge to obtain
the correct cyclic prefix samples is that p could be out of the range
between p1 and p2. Therefore, we increase the region of p from a
single point to a region which spans across 7 samples before and
after the original point. This slightly increases the computational
overhead, which is nonetheless still much lower than FEAT, and the
region only needs to be expanded in low SNR cases.

Fig. 16 illustrates the flowchart of the SafeDSA receiver design.
The cyclic prefix length estimation module is the core module of
SafeDSA and is added in the module of “header and payload de-
mux.” Before performing the fine frequency offset correction and
demodulation for the payload section, the receiver needs to first
wait for the feedback of the header information to obtain the frame
length and other frame parameters. After the header is correctly
decoded and parsed, the new “header and payload demux” module
can first retrieve the corresponding samples and then perform the
cyclic prefix length estimation. The payload section is extracted



Figure 16: The flowchart of the SafeDSA receiver design in GNU Radio.

Figure 17: Packet error rate comparison using USRP benchmark
transceivers and MATLAB simulations.

once the cyclic prefix length estimation is finished for the curren-
t frame. The verifier essentially shares similar designs with the
receiver except that no payload processing such as fine frequency
offset correction and demodulation for payload is necessary.

To evaluate the performance of SafeDSA in real environments,
we first show the packet error rate comparison using USRPs and
MATLAB for the AWGN channel in Fig. 17. We vary N from
13 to 25 to illustrate the impact of frame (packet) length. As ex-
pected, although generally the two curves of MATLAB simulation-
s share the same trend with the two curves of USRP experiments,
we observe an SNR offset of about 8 dB. The SNR offset can be
caused by several factors: the inaccuracy of SNR estimation, the
channel condition being more complicated in practice due to the
multipath, fading, etc. Also, it could be that the benchmark OFD-
M transceivers using GNU Radio are relatively simple. The USRP
equipments might also not be able to provide an optimal perfor-
mance due to either the hardware limitation or the configurations
of certain parameters. There might be other techniques that can be
adopted to improve the performance such as using a longer pream-
ble for timing, frequency offset estimation and channel estimation,
a better filter to remove undesired noise and interferences, etc.. The
purpose of showing this comparison is to give readers a sense about
how large the room is for improvement on our benchmark OFDM
receiver and hence on our implementation for SafeDSA.

The permit BER based on USRP experiments are not shown here
because for most SNR cases, the value is simply 0 or too low to ob-
serve. In our experiment, the SNR range (13 dB∼20 dB) match
with the range in Fig. 17 where the packet error rate is less than
1, which indicates that some data packets can be correctly decod-
ed. We consider it not necessary to further degrade the SNR since
in those extremely low SNR cases, the normal data transmission
simply cannot be performed due to 100% packet error rate. We
test four cases in total to evaluate the permit BER by varying N
from 13 to 25 and varying M from 2 to 4. As expected, when N
is 25, the permit BER is always 0 or too low to observe. When N
is 13, the permit bit errors are detected when SNR is below 15 dB.
Specifically, the permit BERs are around 2 × 10−4 or 5 × 10−4

for M = 2 and 2 × 10−4 or 6 × 10−4 for M = 4 when SNR
is 14 or 13 dB, respectively. The corresponding false-positive rate
is 0.091 at maximum. This proves that permit-bit detection can be
very reliable in practice. We, however, do notice that the MATLAB
simulation results in Fig. 9 and Fig. 11 are still much better than the
results listed here even when considering the SNR offset mentioned
earlier. After a deeper investigation, we find that the root cause of
this performance degradation is that in low SNR cases, the tim-
ing offset estimation our implementation adopts can have a large
variation, which indicates misaligned samples are used for all the
candidate cases. To alleviate this, possible solutions can be as fol-
lows: adopting a larger range of samples for the data dependency
test so that the range covers the real sample offset; and implement-
ing a more robust timing offset estimation mechanism such as [41]
to ensure consistently small sample offsets. These investigations
are left as future work.

9. CONCLUSION
This paper proposes SafeDSA, a novel PHY-based scheme using

dynamic cyclic prefix lengths to safeguard DSA systems against
fake secondary users. In contrast to previous work, SafeDSA incurs
no additional power consumption, is computationally efficient, and
can detect fake secondary users with extremely low false-positive
and false-negative rates in different channel conditions. The effica-
cy and efficiency of SafeDSA are confirmed by detailed MATLAB
simulations and USRP experiments.
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