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Review of Laplace mechanism
• The Laplace Distribution 
• Lap( ) is the probability distribution with p.d.f.: 



Answering Numeric Queries: The 
Laplace Mechanism 
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Answering Numeric Queries: The 
Laplace Mechanism 
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Why it works
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Why it works
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Take away message
• Low sensitivity queries can be answered with very little 

noise!  

• A subset-sum query                               has sensitivity           
.                         

• Any of them jointly have sensitivity . So Laplace 
Mechanism lets you answer any subset-sum queries 
with error ( / ) 
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Privacy for Non-Numeric Queries

The Exponential Mechanism



Output Perturbation 
• We know how to handle (a single) numeric query. 

– “How many people in this room have blue eyes?” 
– Perturb the answer by an amount proportional to the sensitivity 

of the query. 
– Noise of magnitude                 drawn from the Laplace 

distribution suffices for           differential privacy 
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When Output Perturbation Doesn’t 
Make Sense 
• What about if we have a non-numeric valued query? 

– “What is the most common eye color in this room?” 

• What if the perturbed answer isn’t almost as good as the 
exact answer? 
– “Which price would bring the most money from a set of buyers? 
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Example: Items for sale 
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The Exponential Mechanism 
• A mechanism                        for some abstract range   

– e.g.,
– =$1.00,$1.01,$1.02,$1

• Paired with a quality score: 

represents how good output is for database 
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The Exponential Mechanism 
• Relative parameters for privacy, solution quality: 

– Sensitivity of   

– Size and structure of  
 How many elements of are high quality? How many are low quality? 
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The Exponential Mechanism 
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The Exponential Mechanism 

• Idea: Make high quality outputs exponentially more likely 
at a rate that depends on the sensitivity of the quality 
score (and the privacy parameter) 
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Why it works
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Why it works
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Why it works
• Recall:
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But is the answer any good? 

• It depends… 
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How good the answer is?
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How good the answer is?
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How good the answer is?
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How good the answer is?
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Example
• So if                                                           then we can 

answer “What is the most common eye color in this 
room?” with a color that is shared by: 

– Except with probability:

• Independent of the number of people in the room. Very 
small error if is large. 

25



Remark
• The exponential mechanism is based on the vector: 

– Might have sensitivity
– Exponential Mechanism only depends on 

• Error has only logarithmic dependence on | |. 
– Could take exponentially large ranges! 
– But sampling from the exponential mechanism efficiently is non-

trivial. 
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