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ABSTRACT

It has long been believed that once the voice media between caller
and callee is captured or sniffed from the wire, either legally by
law enforcement agencies or illegally by hackers through eaves-
dropping on communication channels, it is easy to listen into their
conversation. In this paper, we show that this common perception
is not always true. Our real-world experiments demonstrate that
it is feasible to create a hidden telephonic conversation within an
explicit telephone call. In particular, we propose a real-time covert
communication channel within two-way media streams established
between caller and callee. The real-time covert channel is created
over the media stream that may possibly be monitored by eaves-
droppers. However, the properly encoded media stream acts as a
cover (or decoy) carrying bogus media such as an earlier recorded
voice conversation. This spurious content will be heard if the media
stream is intercepted and properly decoded. However, the calling
and called parties protected by the covert communication channel
can still directly talk to each other in privacy and real-time, just
like any other normal phone calls. This work provides an addi-
tional security layer against media interception attacks, however
it also exposes a serious security concern to CALEA (Communi-
cations Assistance for Law Enforcement Act) wiretapping and its
infrastructure.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General—Secu-
rity and protection
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Wiretapping, Media Eavesdropping, Covert Communication

1. INTRODUCTION

There are two kinds of eavesdroppers attempting to intercept
voice media and listen into telephonic conversation. The first group
belongs to illegal eavesdroppers who observe traffic (signaling, me-
dia or both) and try to learn who is calling whom and possibly the
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content of their communication. There are many examples of ille-
gal interception of voice media. In January 2012, a trans-Atlantic
call between the FBI and the UK’s Scotland Yard in which op-
eratives from the two law enforcement agencies discussed ongo-
ing cases regarding a number of alleged hackers was intercepted,
recorded by hackers and later uploaded on the web [20]. A few
years ago, there was a Greek wiretapping case involving the illegal
tapping of more than 100 mobile phones on the Vodafone Greece
network, most of which belong to members of the Greek govern-
ment and top-ranking civil servants [26]. In a corporate world, we
can find many examples of illegal eavesdropping on CEOs or some
other targets’ phone calls attempting to learn about corporate strate-
gies or financial information.

The second group of eavesdroppers belong to lawfully autho-
rized surveillance, in which a target interception must be approved
from the courts or a law enforcement agency. For example, there
are recent examples of Illinois governor Rod Blagojevich’s attempt
of selling senate seat [29] and federal prosecutions of Raj Rajarat-
nam insider-trading case [28] using wiretapped telephone calls as
crucial evidence. Lawfully authorized electronic surveillance is a
critical tool used by law enforcement for investigative purposes and
also for the prosecution of serious crimes. Most of the democratic
countries in the world have electronic surveillance infrastructure
and its associated rules and regulations in place. For example, the
1994 USA law for Communications Assistance for Law Enforce-
ment Act (CALEA) requires telecommunication service providers
to incorporate various capabilities for law enforcement wiretapping
into their networks. These capabilities have been in place for many
years in circuit-switched voice networks, i.e., public switched tele-
phone networks (PSTN), to intercept and identify calling and called
party information along with the communication content. More-
over, it is also required by the law that VoIP service providers
must also be CALEA compliant and provide standard interfaces to
their equipments for capturing call-related meta data (who is call-
ing whom) and media content.

The focus of this paper lies in how to protect important infor-
mation from falling into eavesdroppers’ hands. In general, there
are two methods — either make it indecipherable or hide in plain
sight. The first method is known as encryption. The encrypted
messages are secure against general prying eyes. However, plainly
visible encrypted messages — no matter how unbreakable — will
arouse suspicion, and may in themselves be incriminating in coun-
tries where encryption is illegal [30]. The second method is known
as steganography, where a secret message is embedded within an-
other cover message in such a way that an observer is not aware
of anything unusual and does not have any suspicion. As today’s
computer and network technologies provide ready-made commu-
nication channels for steganography, it is believed that steganogra-



phy has become a favorable communication channel for terrorists
to conduct their activities [6, 10]. To date, steganography is used to
hide bits and pieces of information by modifying cover medium’s
redundant bits. There are many commercial and open source soft-
ware that can hide information in various types of digital media,
such as images, audio, and text files, generally using their least sig-
nificant bits (LSBs).

1.1 Existing Audio Steganography Methods

In audio steganography, tools such as S-Tools [2], MP3Stego [8],

and Hide4PGP [11] employ standard embedding method of us-
ing LSB with WAV, MP 3, and VOC audio file as cover media, re-
spectively. The SteganRTP [16] tool also uses LSB, but it uti-
lizes real-time media sessions as cover medium. For further im-
provement, Takahashi et al. [21] placed CELP-based codec (i.e.,
G.729) audio data within LSBs of G. 711 generated audio. Sim-
ilarly, Wang et al. [23] used Speex codec to hide compressed au-
dio within LSBs of G. 711 audio packets. As we note, there is a
common thread running across all these audio steganography tools.
This common thread is a well-known approach of using LSBs of
cover media, because of its high capacity or throughput. Conse-
quently, many methods and tools exist today to detect LSB-based
covert channels [7, 19, 9, 24]. The other known audio steganog-
raphy methods, such as spread spectrum, phase coding, and echo
data hiding [14], are not very relevant to our work, as they can-
not provide channel capacity high enough to hide real-time voice
communication.

1.2 Challenges

To the best of our knowledge, except using LSBs, we are not
aware of any other efforts of using audio steganography techniques
in real-time communication channels to hide a real-time voice com-
munication. It is mainly because of two reasons: (1) voice is time
sensitive media and (2) its presentation requires at least several
thousands bits of information per second. However, if we could
show that it is possible to hide a telephonic conversation by cre-
ating a covert communication channel within another (i.e., cover)
conversation, without using LSBs or any other previously known
audio steganography methods, it will have profound effects on call
monitoring and media interception. On one hand, it will provide a
new security approach against illegal eavesdroppers; on the other
hand, it will induce a serious security implication to CALEA and
its infrastructure.

With the wide use of VoIP within enterprise networks, it is spec-
ulated that the confidential data (audio, image, text etc.) can be
embedded and transmitted out of the networks via RTP streams.
However, since LSB-based covert channels are easily detectable
and have poor immunity to manipulation, the LSB-based methods
have never been a serious threat. For example, it is well-known fact
that such covert channels can be easily removed either by random-
izing the LSBs or passing the audio stream through a transcoding
process (e.g., converting 64 Kbps G. 711 audio channel to 8 Kbps
G. 729 audio channel). None of the existing audio covert channels
can survive after the transcoding process. In this paper, we attempt
to develop a new method and experimentally demonstrate that even
after transcoding, it is still feasible to recover and reconstruct the
lost or obfuscated covert channel.

1.3 Contributions

In this paper, through real-world experiments, we demonstrate
that it is feasible to create a real-time covert voice communication
channel within an explicit and open media channel. We propose a
new audio steganography method that is unique in several aspects:

(1) Waveform codec approach — in all previous approaches, com-
pressed codecs such as G. 729 (8Kbps) and Speex (2-44 Kbps)
are used to hide audio within G.711 codec (64 Kbps) audio due
mainly to low bandwidth requirement of compressed codecs (i.e.,
covert channel capacity is always lower than cover channel capac-
ity). In our approach, we take a radically different approach by hid-
ing 64 Kbps worth of information within another 64 Kbps G. 711
encoded cover audio. (2) Cover audio sample replacements — in
our approach, the cover and covert audio samples are interleaved
with each other, a few of the cover audio samples are replaced with
the covert audio samples, instead of modifying the bits of cover
samples. (3) Reconstruction of imprecise waveform — at the re-
ceiver side, based on the limited number of covert audio samples,
we discover all the missing samples and reconstruct a waveform
that is approximate to the original one. (4) Transcoding process —
as a sample-based approach, we can still recover the covert sam-
ples, even though the RTP stream may have undergone through the
transcoding process reducing 64 Kbps G.711 stream to 8 Kbps
G. 729 stream. (5) Codebook-based approach — compared to LSB-
based approaches, now peers have the flexibility to create their own
private communication in many different ways, making the covert
channel unpredictable and hard to decipher for eavesdroppers.

1.4 Brief Overview

Let’s consider a two-party call where two audio streams between
caller and callee undergo the encoding and decoding processes at
the sender and receiver sides. At the sender side, the earlier recorded
conversation is used as a cover media. Some of its samples are re-
placed with the samples that have some specific key characteristics
of the real-time voice spoken over the microphone, and then the
mixed samples are encoded, packetized and transmitted across the
networks. At the receiver side, once the samples with the hidden
voice characteristics and its time line (i.e., temporal relationship)
are separated from the cover, the cover media is discarded. Us-
ing the received characteristic samples and its time information,
we reconstruct the spoken words or phrases and then send it to the
receiver-side speaker to play it out. Even if the properly decoded
media is intercepted anywhere between caller and callee, it will
still be very hard to guess or reconstruct the hidden communica-
tion. The intercepted media will be playing explicit spurious cover
content only. Here we merely describe the one-way media stream
operation, however, it should be noted that the same process is also
be repeated in other direction to establish two-way media streams.

The remainder of the paper is structured as follows. In Section
2, we discuss the background of this work, including SIP-based
IP telephony, CALEA, VoIP media stream, and conventional au-
dio steganography methods. In Section 3, we describe our new
real time voice steganography technique. In Sections 4 and 5, we
present the encoding and decoding processes, respectively. In Sec-
tion 6, we validate the efficacy of the proposed approach through
real experiments. In Section 7, we survey related work. Finally, we
conclude the paper in Section 8.

2. BACKGROUND

While the proposed approach of real-time voice steganography is
general enough and applicable to both traditional PSTN and emerg-
ing VoIP telephony networks, our main focus is on VoIP networks.
This is mainly due to two reasons: (1) VoIP networks provide a
flexible platform to perform our proof of concept testing, and (2)
our telephone sets are SIP-based softclients, in which we imple-
ment the modified approach of encoding and decoding of the media
streams. However, it should be noted that the same method could



also be implemented on smartphones and hardware-based analog
phones.

2.1 SIP-based IP Telephony

The Session Initiation Protocol (SIP) [15], belonging to the ap-
plication layer of the TCP/IP protocol stack, is used to set up, mod-
ify, and tear down multimedia sessions including telephone calls
between two or more participants. SIP-based telecommunication
architectures have two kinds of elements: end devices referred to as
user agents (UAs) and SIP servers. Irrespective of being a software
or hardware phone, UAs combine two sub-entities: the connection
requester referred as the user agent client (UAC) and the connection
request receiver referred to as the user agent server (UAS). Con-
sequently, during a SIP session, both UAs switches back and forth
between UAC and UAS functionalities. SIP messages consisting of
request-response pairs are exchanged for call set up, from six kinds

consistingof INVITE, ACK, BYE, CANCEL, REGISTER,and

OPTIONS - each identified by a numeric code according in RFC
3261 [15].

2.2 Communications Assistance for Law En-
forcement Act (CALEA)

The Communications Assistance for Law Enforcement Act (CALEA)
is a United States wiretapping law passed in 1994 to regulate telecom-

munication compliance with lawful surveillance of digitally switched
telephone networks. The objective of CALEA is to enhance the
ability of law enforcement and intelligence agencies to conduct
electronic surveillance. This requires that telecommunications car-
riers and manufacturers of telecommunications equipment mod-
ify and design their equipment, facilities, and services to ensure
the built-in surveillance capabilities, allowing federal agencies to
monitor all telephone, broadband Internet, and VoIP traffic in real-
time [25].

The J-Standard (J-STD-025) defines the interfaces between a
telecommunication service provider (TSP) and a Law Enforcement
Agency (LEA) to assist the LEA in conducting lawfully authorized
electronic surveillance. It is developed by a joint effort of Telecom-
munications Industry Association (TIA), the Alliance for Telecom-
munications Industry Solutions (ATIS), and various other industry
organizations and interest groups. As a product of the traditional
circuit-switched wireline and wireless telecommunications indus-
try associations, the J-standard does not specifically address the re-
quirements of other (competing) technologies such as Voice-over-
IP (VoIP). However, J-standard serves as a guide to many other
industry associations to develop their own specifications meeting
their technical requirements.

Now we discuss how a VoIP service provider implements CALEA
compliance. Here a VoIP target subscriber may call to another VoIP
subscriber hosted by the same service provider or to an external
number (call routed through PSTN networks). The session border
controller (SBC) is an edge device between VoIP subscribers and
the service provider’s core network, and is used to exert control
over the signaling and the media streams. The warrant for a par-
ticular target (i.e., a subscriber to be monitored) is provisioned on
the SBC. The SBC uses directory number (DN) to match the target
and intercept a call. The SBC provides intercepted call data events
and replicated media for matching targets to the delivery function
(DF), and then both content and target call data are relayed to the
appropriate LEA’s collection function (CF).

2.3  VoIP Media Stream

As a telephone subscriber talks over phone, the telephone device
is responsible for capturing and transforming audio for transmis-

sion. The media capture process consists of capturing an uncom-
pressed frame and transforming into a format suitable for encoder
to generate a compressed frame. The compressed frames are packe-
tized to create one or more (i.e., fragmented) RTP packets. The de-
vice may also participate in error correction and congestion control
by adapting the transmitted media stream in response to feedback
received from the other end.

Audio Capture: When a telephone caller speaks over phone, a
device known as microphone responds to sound pressure. The mi-
crophone produces a time-varying electrical voltage proportional
to the increase or decrease in local pressure that constitutes sound.
This continuous time-varying voltage is an electric analog of the
acoustic signal. The analog audio signals captured from the micro-
phone are sampled, digitized and stored in a buffer. Once a fixed
number of samples have been collected (i.e., a frame is formed),
the buffer is made available to the application. The frame is not
available to the application until the last sample is collected in the
buffer. To avoid delays to the application, the buffer size is close to
the frame duration.

Compression: The uncompressed audio data captured in the
buffer is passed to encoder to produce compressed frames. Frames
can be encoded in several ways depending on the compression al-
gorithm used. Based on the negotiated codec choice between peers,
state may be maintained between frames and is made available to
the encoder along with each new frame of data. Some of the codecs
produce fixed-size frames and some produce variable-size frames
as their output.

RTP Packets: Now the frames are ready to be packetized as
RTP packets before being transmitted over the network toward the
other end, i.e., callee. The RTP packetization routine creates one
or more RTP packets for a frame depending upon the maximum
transmission unit (MTU) of the network. The packet header and
payload are defined according to the used codec specification.

3. REAL-TIME VOICE STEGANOGRAPHY

From voice steganography perspective, it is a challenging task
to hide a real-time voice communication within another real-time
voice channel. The reason lies in three aspects. (1) Capacity limi-
tation, the amount of information can be hidden in cover media is
limited, but the voice channel requires at least several thousands of
bits of information per second. Only the LSB-based approach is
known to have the channel capacity of few thousands bits per sec-
ond and therefore it is the most dominant method to hide various
types of information, such as images, audio, and text. Except the
LSB-based method, there is no other method that can achieve the
high channel capacity or throughput. (2) Time domain, the hidden
information has to be related with the time information, because at
the receiver end we need to know what information has to be pre-
sented at what time. And finally, (3) real-time presentation, there
are strict timing deadlines that must be met in terms presenting the
data. The decoded hidden information must be presented within
less than 150 ms at the other end!. Now we discuss how we solve
these three limitations in our proposed approach while making the
resulted covert channel harder to be detected.

3.1 Pulse Code Modulation

In telephony world the most commonly used voice codecis G.711.
As a waveform codec, G.711 is an ITU-T standard for audio com-
panding. Its formal name is Pulse code modulation (PCM) of voice
frequencies. Non-uniform (logarithmic) quantization with 8 bits is

!"The user perception of the voice quality starts deteriorating as the
one-way latency exceeds 150 ms.
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Figure 1: A Snapshot of Voice Utterance [§K Samples per Sec.]

used to represent each sample, resulting in a bit rate of 64 kbit/s.
There are two slightly different versions: p — law, which is used
primarily in North America, and A — law, which is in use in most
other countries outside North America.

The Pulse Code Modulation is based on the Nyquist Frequency.
According to Nyquist Frequency, in order to recover all the Fourier
components of a periodic waveform, it is necessary to use a sam-
pling rate at least twice the highest waveform frequency. More
formally:

e x(t) is a band-limited signal with bandwidth f3,

e p(t) is a sampling signal consisting of pulses at internals
Ts = i where f5 is the sampling frequency,
e x:(t) = z(t)p(t) is the sampled signal,

then z(t) can be recovered exactly from x(t) if and only if f, >
2fy. If voice data is limited to frequencies below 4,000 Hz ,then
8,000 samples per second would be sufficient to completely char-
acterize the voice signal. Based on this sampling theorem, speaker’s
utterances captured by the microphone are sampled as shown in
Figure 1.

3.2 Capacity Limitation

The biggest challenge in audio steganography is to find a method
that is not based on LSBs, but still can have channel capacity high
enough to hide information worth of few thousands of bits per sec-
ond. We know that according to Nyquist theorem 8,000 samples
per second would be sufficient to completely characterize the voice
signal if its frequencies are limited below 4K Hz. However, the
main question is why do we need exact representation of the speech
waveform, when an approximate representation is good enough to
human ears? Since we cannot carry 8, 000 samples worth of infor-
mation in cover media, our goal is to find a method that can allow us
to reconstruct a waveform similar to the original one using as few
samples as possible, so that we can easily hide within the cover
media.

As shown in Figure 2, we could use local maxima and minima
sampling data points to characterize the whole speech waveform.
During our experimentation, we find that using local maxima and
minima data points can achieve ~ 80 — 85% reduction in the num-
ber of samples required to reconstruct the speech waveform. It
should be noted that the reconstructed waveform from the limited
number of sample data points will be an approximate representa-
tion of the original waveform. In the encoding process, we will
show how to embed local maxima and minima data points within
the cover media samples.

Speech Waveform
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Figure 2: Local Maxima and Minima Data Points (Shown as
Red %)

3.3 Time Domain

The second challenge is to attach time values with extrema data
points, i.e., to relate maxima and minima data points to their time
of occurrence. The knowledge of this temporal relationship is nec-
essary if we would like to reconstruct the speech waveform at the
receiver end. To address this problem, we work on the frame level
representing 160 sample data points. Every 20 ms, the sender sends
an RTP packet to the receiver with the payload of 160 samples.
While these frames (hence RTP packets) are created for the cover
media, we analyze the covert media frame for its maxima and min-
ima values. The cover and covert frames are of same size ( i.e., with
the same number of samples). We detect the extrema occurrences
and their corresponding indices within the covert frame. Then, at
the same index position within the cover frame, we replace its sam-
ple with the covert extrema sample.

3.4 Real-Time Presentation

For an effective two-way communication, it is necessary that the
sender’s audio should be rendered at the receiver end within 150
ms. Since our encoding and decoding processes are at the individ-
ual packet level, we are able to present media to the receiver player
device well below the threshold of 150 ms.

4. ENCODING PROCESS

In this section, we describe the role of telephony codebook and
how the covert media is hidden within the cover media and trans-
mitted to the other end (i.e., callee-side).

In cryptography, a codebook is a document used for implement-
ing a code. A codebook contains a lookup table for coding and de-
coding; each word or phrase has one or more strings which replace
it. The codebook shown in Figure 3 is a set of rules represented
as code index. The two communicating parties select and agree
upon a particular rule to create (encode) and decipher (decode) the
covert communication channel. Although the code index selection
process between peers is beyond the scope of this work, it could be
selected either during the signaling (i.e., call setup) phase or out of
band.

As shown in Figure 4, there are two media sources. The cover
media is sourced from a pre-recorded .wav file and the covert me-
dia, i.e., the user’s utterances, is originated from microphone de-
vice. Both audio sources are sampled at the rate of 8 K samples per
second. The samples are stored in their respective input buffers.
When a fixed number of samples (e.g., 160 samples) are collected,
they will be available to the encoding module. Before sending to
the encoding module, we analyze the fixed-duration covert frame
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Figure 3: Telephone Codebook - Defines Rules as How the Sam-
ples of Covert Media are Transformed and also How to Inter-
leave together with Cover Samples

to find local maxima and minima values and their corresponding
index positions within 160 samples. Then, these extrema samples
are transformed and replace the cover samples residing at the in-
dex positions as per selected codebook rule. It should be noted that
the same cover media should not be reused for future communica-
tion. In the following, we briefly describe the encoding process in
a step-by-step manner.

The codebook shown in Figure 3 is a document consists of a
set of rules represented as code index. The codebook contains a
lookup table for encoding and decoding. The two communicating
parties select and agree upon a particular rule to create (encode)
and decipher (decode) the covert communication channel.

4.1 Determine Local Maxima and Minima

The user’s speech utterances over microphone generate voiced
and unvoiced speech in succession, separated by silence regions.
Though in the silence region, there is no excitation supplied to the
vocal tract (i.e., no speech output), still silence is an integral part
of speech signal. To hide as much information as possible about
the user’s speech within the cover media, we treat each frame dif-
ferently depending upon its relevance to the voice activity or how
important it is in the reconstruction of the waveform at the receiver
end. Now assume that for a particular covert frame of n (= 160)
samples, the values are y1, y2, ..., Yn. First we determine the max-
imum (Ymaz) and minimum (ymqn) values of the samples within
the frame. If Ymaz — Ymin < 0.01, it means that all the n sam-

ples of the frame are confined within a narrow band of 0.01 and
we treat such a frame as silence without much voice activity. For
silence covert frames, we do not determine local maxima and min-
ima points; instead we choose X (very few, say 4-6) index positions
within the cover frame and assign each one of them with a value as
described in codebook rules (i.e., left side of Figure 3). Therefore,
covert silence frames have insignificant impact on cover frames.
For all the other covert frames with significant voice activity, we
determine both local maxima and minima sample points.

Now assume that the value y; is a local minimum if there ex-
ists a neighborhood y;—1, yi, and y;4+1 with y; = min{y;_1, v,
yi+1}. However, there are a large number of local minima points
and therefore to filter out insignificant local minima points, we
extend the neighborhood to y;, Yjt+1,-.,Yi,Yi+1,..., Yo With j <
i < h and consider only those y; local minima points where y; =
min{y;,....yn}, .6, yi < yp fork = j,...i—land y; < y
forl = (i + 1),..., h. Similarly, we find y; as a local maximum
point in a list of sample values y1, y2, ..., yn if there exists a neigh-
borhood v, Yj+1,---, Yis Yit1,---, Yo With 7 < ¢ < h such that
yi = maz{yj,...,yn}, e, yi > yi for k = j,...,i — 1 and
yi > y forl = (i + 1),...,h. In our experimentation, we find
that the extrema value determination within the neighborhood of
3, 5, and 7 samples can achieve approximately 40%, 66%, and
82% reduction in the number of samples required to reconstruct
the waveform, respectively.

4.2 Transform the Extrema Values

The local extrema values found in a covert frame are passed
through a transformation process to modify its true value and scale

down its range from [+1.0, —1.0] to a much lower range of [+0.1, —0.1]

or [+0.01, —0.01], with a reduction factor of 10 or 100, respec-
tively. Now assume that [ is a transformation function with ¥ as
a desired reduction factor. Each code index has its own transfor-
mation function and reduction factor defined in the codebook rule
(i.e., right side of Figure 3).

yi — [Flg — i Vi, i.e., extrema indices

Both the transformation functions and reduction factors are known
to the receiver-side. Thus, based on the received transformed value
14, its corresponding true value 7/; can be recovered.

For example, in our experimentation this transformation opera-
tion is implemented as a three-step process: first, we determine the
sign (positive or negative) of the extrema sample value; secondly,
the absolute value of the sample is passed through the transfor-
mation function In |y;|; and thirdly, the natural logarithm of the
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Figure 5: Transformation Operation on Extrema Sample

sample value is further reduced by a factor of ¥ = 1000 and then
is assigned the same polarity as in the step one (i.., y; = + In|y;|
/1000). Figure 5 shows the transformation process where we apply
the logarithm function and reduction factor on the original extrema
samples, and thus transforming the true covert sample values be-
fore being transmitted within RTP payload.

The transformation process is applied on the extrema values mainly

because of the following two reasons: (1) lower covert sample val-
ues will appear as a soft noise that can easily be hidden within
the cover media’s background noise when the cover media is inter-
cepted and decoded by eavesdroppers; (2) even if a sample value
is guessed, still it will be difficult to uncover the true value of the
covert sample, making it very hard to reconstruct the covert sam-
ples and listen into the real content of a voice conversation. There-
fore, the real communication remains private between two peers.

4.3 Determine Hiding Location

Now we need to determine some hiding locations and let the
receiver-end be aware of them, so that the receiver can know ex-
actly where to search for the hidden covert samples within a frame.
There are many possibilities of selecting a hiding pattern. For ex-
ample, as shown in Figure 3, these hiding locations can be selected
as any arbitrary indexes within the frame. The codebook-based hid-
ing locations achieve three features: first, it makes the implemen-
tation of decoding process very simple; secondly, it makes eaves-
droppers exceedingly difficult to perform statistical analysis and
find hiding patterns; and finally, by having the knowledge of hiding
locations, we can still recover the covert sample values even if the
RTP stream may have undergone through the transcoding process.

4.4 Swap Cover Samples

In this step we interleave both covert and cover samples together.
The transformed extrema values of the covert media frame replace
the samples of the cover media frame at the same corresponding
indices based on the codebook rule negotiated between peers. If
we assume that y; is an i*" (e.g., say 5°") transformed covert sam-
ple, then after consulting the codebook rule as shown in Figure 3,
we find that it will swap with the j** (e.g., 17*") sample Y; of the
cover frame, i.e., Y; < yj, Vi. Once the samples from the covert
and cover media are interleaved together within a frame, they will
be sent to the encoding process based on the codec negotiated dur-
ing the initial call setup phase. The compressed audio data is pack-
etized as RTP media packets and transmitted to the destination.

" RTP Packet RTP Packet
Incoming RTP Stream @c o o + n u ‘ n D . o

Based on the rule Peers, determine:
1) where to look for speech and silence samples
2) distinguish silence vs. speech segments
3) how the original sample values can be computed
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Figure 6: Decoding - Hidden Samples are Extracted and Ex-
trapolated to Find Missing Samples

S. DECODING PROCESS

Once the G. 711 encoded audio RTP stream arrives at the re-
ceiver side, the packets are validated for their correctness and the
arrival time is also noted (for jitter, clock skew estimation etc.).
Based on RTP time-stamps, these packets are ordered and added
to an input queue. Then, the packets are extracted from the in-
put queue and inserted into a source-specific playout buffer. The
frames are held in the playout buffer for a period of time to smooth
timing variations caused by the networks. In the very last process-
ing stage, the frames are decompressed and rendered for users. Our
decoding process is implemented at this stage, a set of processing
steps are executed on the decompressed data to extract the hidden
audio samples.

The decoding process is based on prior knowledge of what code-
book rule is negotiated between peers. The codebook rule informs
us as how to detect and distinguish covert samples from cover sam-
ples and also how to recover the original sample values from the
received modified sample values. As shown in Figure 6, the decod-
ing process can be described as a five step process. In the very first
step, we get decompressed samples within a particular frame, say
n" time frame. In the second step, we detect and extract the hidden
samples at particular index values (based on the codebook rule).
The list of hiding indexes (i.e., the sample positions within a frame)
for speech and silence is known between the sender and receiver.
The received frame is checked for some particular index positions
and their corresponding values to discover a pattern matching with
the silence frame. If a pattern is found then the entire received
frame is discarded and a new reconstructed frame of 160 samples’
(all with 0.00 value) is put into play out buffer. Now assume that
the n'" time frame is a speech frame (i.e., a frame carrying covert
speech samples). Following the codebook rule, we discover k data
points (%, y;), where ¢ is the index value and y; its corresponding
value at i*" index. We maintain a list of key — value pairs for all
the discovered data points in the format [z, y;]. It should be noted
that the " sample value may not be the true value of the hidden
sample. The sender-side may have modified the true value by pass-

*Here we assume that each G.711 packet is worth of 20 ms audio
with 160 samples. We can accommodate any changes in the packet
size (such as 10 or 30 ms) if knowing the codec and its attributes
negotiated between peers.
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ing it through an operation known to the sender and receiver only.
Therefore, at the receiver side knowing the modifying parameter
(i.e., V), and the transformation function (i.e., ), we can extract
the sample’s original value 7; < /5.

In the third step, we apply linear extrapolation to recover missing
samples. Using each pair of conjugate data points (such as i’ and
i), we calculate the slope (m; = “=%") and intercept (¢; = y; —
m; * 1). In the fourth step, using the slope and intercept values, we
estimate all the other missing samples between index i’ and 7. In
this way, we can estimate (i — ") samples for a domain of index
values [i’, 7). The third and fourth steps repeat for each pair of the
conjugate data points in the list. In the fifth step, once 160 samples
are estimated, we put them in device input buffer for playing.

6. EXPERIMENTAL EVALUATION

We implemented a prototype of the proposed wiretap-proof ap-
proach and deployed it in software-based phone clients. Then, we
conducted a series of realistic experiments to validate its effective-
ness. In our experimental testbed, two computers are used as the
SIP-based telephones, and communicate with each other over IP
networks. Their IP telephony service is provided by the same pop-
ular VoIP service provider. The service provider’s SIP server and
SBC are located in Greenville, SC. Both of the telephone endpoints,
i.e., the computers, have 2.26 GHz Intel Core2Duo and 4 Gbytes of
RAM, running Windows Vista OS and are connected to the Inter-
net via cable modems. Both of the SIP clients are located in Aldie,
VA, and the calls are routed through the Internet, while the service
provider’s network edge device (i.e., SBC) is located at 13 hops
away with the average round trip time of 38 ms.

6.1 Softphone Implementation

Using the computer’s audio system and microphone, a PC-based
softphone, i.e., a software-based phone client, works as a regular
telephone to place and answer phone calls. Our encoding and de-
coding processes are implemented with the publicly available open
source Java-based SIP client known as Peers [1]. Throughout our
implementation, we assume the following audio format:

// linear PCM 8kHz, 16 bits, mono, signed, little endian
audioFormat = new AudioFormat (8000, 16, 1, true, false);
For two-way communication, both encoding and decoding modules
are implemented on a SIP client.

For the media handling, IncomingRtpReader and Capture
RtpSender are included in Peers as the two main classes. The
IncomingRtpReader is responsible for RTP depacketization,
media decompression, and media playback; and CaptureRtpRea
der is responsible for microphone capture, media encoding, and
RTP packetization. However, for media processing, the whole me-
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Figure 8: Cover Media

dia package relies on standard Sun Java Sound API. The Peer’s
SoundManager class implements its all interaction with the Java
Sound API. Within this class, we have references for both Source-
DataLines for media playback and TargetDataLine for media cap-
ture. Since our encoding and decoding processes are based on the
raw data as shown in Figure 7, most of our software implementa-
tion is done within this class.

6.2 Experimental Results

In our experiments, for cover media we used both music clips
and pre-recorded human conversation files, though in real life, it is
preferable that caller should use his own earlier prerecorded tele-
phone conversations. As an example, in Figure 8 we show a 30 sec.
snippet of cover media source that is a pre-recorded speech of the
former President G.W. Bush given in the eve of September 11"
terrorist attack [22]. We selected this particular media file because
it represents both silence and speech segments with the true nature
of two-way communication (i.e., speech on and off periods).

The speaker’s utterances over microphone are captured and sam-
pled, and then the fixed size frames are created. Figure 9 (top)
shows the extrema samples of the speaker’s utterances “Hello! How
are you?" over microphone within about 30 seconds call duration.
It should be noted that the encoding process is per frame based,
though the Figure shows the whole 30 seconds call duration. Fig-
ure 9 (bottom) shows how the extrema samples are transformed to
some other values using a transformation function known to the
receiver-side as well. For easy presentation, here we used In |y;|
/1000 transformation operation to modify the true values of the
extrema samples (i.e., y;), although we could transform these sam-
ples in many different ways. The transformed values replace the
cover media samples at the corresponding indices as indicated in
the negotiated codebook rule during the call setup phase. In this
way, we interleaved both covert and cover media samples together.
The interleaved samples are packetized and transmitted over the
Internet to the VoIP service provider, and then get relayed to the
receiver-side phone.

The interleaved media packets can be captured by eavesdrop-
pers between the caller and callee phones. We intercepted the me-
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Figure 9: Original Extrema Samples (top) and its Transformed
Values (bottom)
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dia packets at the SBC located at the edge of the VoIP service
provider’s network. The media packets are decoded and played
using Wireshark tool. Figure 10 shows the intercepted media that
is impregnated with covert samples. When we decode the audio,
we are able to hear the cover media only.

Now our task is to measure the perceived audio quality. The
Mean Opinion Score (MOS) is the most widely accepted mea-
sure of the perceived quality. However, it is generated by aver-
aging the results of a set of standard, subjective tests where a num-
ber of listeners rate the heard audio quality. In our case, we are
more interested in a quantitative measure based on algorithm. We
used Perceptual Evaluation of speech (PESQ) [27], an International
Telecommunication Union (ITU) standard. The algorithm estimates
the perceived quality difference between the test and the original
audio signal. The PESQ score is in the range of —0.5 to 4.5. For
most cases, the audio signal with listening quality has a score be-
tween 1 to 4.5. In our experiments, we assumed the original cover
media as a reference with the score of 4.5, and then we measured
the perceived audio quality of interleaved audio signals. Based
on experimental results, we found that the interleaved test audio
signals have PESQ score of 1.7 to 2.3. The voice quality is high
enough for human users to easily listen®.

The analysis of received RTP stream is tabulated in Table 1 as
experiment number 1. The media session duration is about 30 sec-
onds, in which we captured 1635 RTP packets (one-way direction).
We observed that the encoding process induces insignificant delay
to individual packet departure time and the end point’s perception
of this call remains the same as any other normal calls.

Table 1: Analysis of RTP Stream (One Way)

Exp. Total Max Mean Lost Sequence  PESQ
Number  Packets Jitter Jitter Packets Error Score
1 1635 3.10ms  1.18 ms 0 0 1.75

2 2301 6.16ms  1.08 ms 0 0 1.94

3 3346 1.97ms  1.08 ms 0 0 2.18

4 6080 1.72ms  0.95ms 0 0 1.72

5 9107 2.68ms  1.03ms 0 0 1.89

At the receiver side, the decoding module of the softclient re-
ceives the decompressed samples from the interleaved media stream
and tries to separate the covert samples from the cover media based
on the already known hiding pattern. In our software implementa-
tion, during the speaker’s silence period we are not able to detect
the silence pattern precisely enough, resulting in false data points
and thus introducing noise in the reconstructed audio signals. Both
false and true discovered samples are reversely transformed to their
original values, and all the missing samples are estimated using lin-
ear interpolation method. Figure 11 shows the reconstructed wave-
form based on the limited number of covert samples mixed with
false samples. We performed quantitative measure of the perceived
quality of the reconstructed audio signals. When we compared the

3Many compressed codecs have PESQ scores around 3.7.
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speaker’s utterances over the microphone to the receiver’s percep-
tion as what is played out of the speaker, the PESQ score is 1.1 to
1.3. Thus, it still remains an audible quality even in the presence of
false data points as noise.

6.3 Transcoding Scenario

During the initial growth and deployment, most of the VoIP ser-
vice providers standardized on G. 711 codec. It became a de facto
codec choice because of its widespread use in telecommunication,
low processing overhead, associated licensing cost, and high voice
quality. However, G.711 requires a relatively high amount of
bandwidth. In many cases where customers have limited upstream
bandwidth (e.g., DSL deployments), they are forced to choose codecs
requiring lower bandwidth such as G. 72 9. Within VoIP networks,
it is possible that individual end points (i.e., phones) may be us-
ing different codecs. The codec transcoding provides a way to
change one codec format to others and vice versa, without making
codec change on individual end points. Generally, transcoding is
done at the edge of a service provider network on media gateways
or session border controllers. Being proprietary in nature and in-
volved licensing cost, we did not implement G. 729 codec within
Peers SIP clients. In our experiments, the G.711 audio stream
was captured using wireshark tool and then the RTP payload raw
data was transcoded to G. 729 codec format using VoiceAge Open
G. 729 Implementation [4]. In order to recover the covert chan-
nel, we again transcode (or decode) the G. 729 encoded raw data
back to PCM format G. 711 data. Figure 12 shows both the origi-
nal G. 711 RTP stream data points and the transformation to sam-
ple data point values after applying G. 72 9 encoding and decoding
processes.

Here we can clearly see why the conventional audio steganog-
raphy approaches do not survive the transcoding process. This is
because almost all of the sample data points are modified to some
new values. However, since our proposed approach is based on
interleaving of the cover and covert media samples, it can preserve
their relative magnitudes; therefore, it is still possible to reconstruct
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the covert channel. The extrema data points of speaker’s utterance
“Hello!" over microphone is shown at the top part of Figure 13.
The middle portion of Figure 13 shows the transformed values of
the extrema samples that are interleaved with the cover samples.
Later interleaved samples are encoded into G.729 format. For
covert channel recovery, we transcode it again back to G. 711 PCM
data. Once the decoded data points are obtained from the G. 729
encoded audio, we apply the same procedure as described in Sec-
tion 5. The lower part of Figure 13 shows the recovered covert
samples. Because of the modified sample values, many of the hid-
den patterns meant to indicate silence segments were lost. These
wrongly identified segments are treated as speech and when ex-
trapolated to create missing samples cause noise.

6.4 Further Discussion

Since the proposed method does not use least significant bits of
the samples or any previously known audio steganography meth-
ods, qualitatively our approach remains undetectable to current genre
of LSB-based steganalysis tools. Now we discuss more intuitive
approaches to identify and discover the presence of covert channel.

6.4.1 Visual Effect:

Since our approach is based on modifying whole samples, rather
than bits, it seems that the proposed approach could be detected
by examining the waveforms. We performed a set of experiments
comparing both LSB-based methods and our proposed codebook-
based sample replacement method. In the same cover media, we
hide a line of text using Steghide [3] - a LSB-based tool and em-
bed speaker’s utterance “Hello!" using codebook-based sample re-
placement method, respectively. However, if we look at Figure 14,
we cannot see any significant difference in the waveforms, and can-
not guess there are different messages hidden in them.

6.4.2 Statistical Analysis:

To perform statistical analysis, we created 200 bins of equal size
of 0.01 covering the sample value range of [-1.0, 1.0]. Figure 15
shows histograms and the distribution of bins for three separate
cover medias. Based on the analysis results in Table 2, we can see
that LSB-based media is almost identically distributed as the orig-
inal cover media. The codebook-based method has higher mean
compared to LSB-based media. However, it should be noted that

Original Cover Audio

LSB Method: Cover Audio Carrying Text

Codebook Method: Cover Audio Carrying Covert Audio Samples

Figure 14: Visual Waveform Comparison

Table 2: Statistical Analysis of Samples

Cover LSB Codebook

No of Samples 80,000 80,000 80,000
Mean 1.540e-05  1.538e-05  3.513e-04

Std Dev. 0.1090 0.1090 0.0999

without the knowledge of original cover media, it is hard to differ-
entiate and detect the presence of covert channel.

6.4.3 Voice Quality:

The voice quality of cover media is almost unaffected by LSB-
based audio steganography. Within the 10 second cover media we
hid two lines of text message, the PESQ score of LSB-based was
still 4.48. By contrast, the proposed codebook-based sample re-
placement method has the PESQ score of about 2.0. When we hear
intercepted media, there is always a soft-noise in the background.
The untrained or casual ears cannot make any distinction, however
algorithm-based quality monitoring tools can detect such noise eas-
ily. However, the fundamental question is does the low voice qual-
ity mean presence of covert channel? The short answer is “No”, as
voice quality also heavily depends upon the speaker’s ambient en-
vironment. Moreover, even if we could guess the presence of covert
channel, it is still very hard to find covert samples (i.e., hiding in-
dexes within a frame) and its original value (i.e., transformation
functions and its parameters) to reconstruct the waveform.

7. RELATED WORK

There are various malicious activities against telephony systems
and their users. Most of these attacks are trying to exploit the inse-
cure or poorly protected systems and to eavesdrop on unencrypted
network traffic. Even the encrypted contents of VoIP traffic can
be exposed by comparing packet size and interarrival times to lan-
guage constructs [31, 32]. As VoIP has been increasingly adopted
for communication in enterprises and organizations, the data exfil-
tration by covert channels piggybacking on VoIP signaling and me-
dia sessions has become a serious threat. Wojciech et al. [13] ex-
ploited free/unused protocol fields and used intentionally delayed
audio packets to create a covert channel. Takhiro et al. [21] dis-
cussed various audio steganographic and watermarking techniques
that could be used to create VoIP covert channels. Huang et al. [12]
presented a novel high-capacity steganography algorithm for em-
bedding data in the inactive frames of low bit rate audio streams
encoded by G.723. 1 source codec.

The CALEA infrastructure is vulnerable to malicious attacks.
Lawful interception requires the telephone service providers to al-
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low access to some particular target’s call content and its related
meta data. However, Sherr et al. [17] demonstrated the ability to
prevent call audio from being recorded by injecting in-band signal-
ing tones into a conversation. It is also possible that an attacker
can overload the wiretapping system and prevent critical informa-
tion to be logged [18]. Recently, Bates et al. [5] proposed an ac-
countable wiretapping architecture that enhances wiretapping sys-
tems by adding tamper-evident records of wiretap events. However,
our proposed work demonstrates that an attack can work in a very
stealthy manner and then circumvent the existing accountable wire-
tapping infrastructure.

8. CONCLUSION

In this paper, we have presented a new audio steganography ap-
proach to create a real-time covert communication channel within
another real-time media session. Our approach exploits the approx-
imate audio signal construction to hide and recover voice informa-
tion. Through real experiments, we have shown that even if we have
only a few key characteristic samples of the waveform, a good ap-
proximate audio signal can still be recreated. By interleaving the
cover and covert media samples, we can construct a real time covert
voice channel and ensure two parties to have a regular phone con-
version but in a secure and private fashion. Our study will expose a
serious challenge to the media interception techniques used by law
enforcement agencies. We hope our proposed wiretap-proof ap-
proach will motivate researchers and practitioners to further evalu-
ate the security of the deployed interception systems and perform
the vulnerability assessment of covert channels that could be cre-
ated within media streams.
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