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Abstract—The topology of an ad hoc network has a significant impact on its performance in that a dense topology may induce high

interference and low capacity, while a sparse topology is vulnerable to link failure and network partitioning. Topology control aims to

maintain a topology that optimizes network performance while minimizing energy consumption. Existing topology control algorithms

utilize either a purely centralized or a purely distributed approach. A centralized approach, although able to achieve strong connectivity

(k-connectivity for k � 2), suffers from scalability problems. In contrast, a distributed approach, although scalable, lacks strong

connectivity guarantees. We propose a hybrid topology control framework, Cluster-based Topology Control (CLTC), that achieves

both scalability and strong connectivity. By varying the algorithms utilized in each of the three phases of the framework, a variety of

optimization objectives and topological properties can be achieved. In this paper, we present the CLTC framework; describe topology

control algorithms based on CLTC and prove that k-connectivity is achieved using those algorithms; analyze the message complexity

of an implementation of CLTC, namely, CLTC-A, and present simulation studies that evaluate the effectiveness of CLTC-A for a range

of networks.

Index Terms—Topology control, clustering, ad hoc networks, transmission power assignment, strong connectivity.
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1 INTRODUCTION

IN ad hoc networks, where nodes are deployed without
any preconfigured infrastructure and communicate via

multihop wireless links, the network topology is autono-
mously formed based on the nodes’ locations and commu-
nication ranges. The network topology has a huge impact
on the performance of the network. A dense topology may
induce high interference, which, in turn, reduces the
effective network capacity due to limited spatial reuse and
causes unnecessarily high energy consumption. In contrast,
a sparse topology is vulnerable to network partitioning due
to node or link failures. Topology control for ad hoc
networks aims to maintain a specified topology by control-
ling which links should be included in the network to
achieve a set of network-wide or session-specific objectives
such as reducing interference or probability of detection,
reducing energy consumption, increasing the effective
network capacity, and reducing end-to-end delay. The
primary method of accomplishing topology control is by
adjusting the transmission powers of the network nodes.1

Several topology control algorithms based on transmission
power adjustment have been proposed, where topology
control is defined as the problem of assigning transmission
powers to the nodes so that the resulting topology achieves

certain connectivity properties and so that some function of
thetransmission powers is optimized.Centralized algorithms
[2], [3], [4] rely on the assumption that the locations of all of the
nodes are known by a central entity in order to calculate the
transmission powers that result in a topology with strong
connectivity.2 However, these algorithms are not scalable for
large ad hoc networks where excessive amounts of informa-
tion would need to be collected by a central entity. Distributed
algorithms[4], [5], [6],ontheotherhand,aregenerallyscalable
andadaptivetomobilityduetothefact thateachnoderelieson
local information collected from nearby nodes to autono-
mously compute its appropriate transmission power. Con-
sidering that the information each node obtains is limited, the
major drawback of the distributed approach is that strong
connectivity is neither easily achieved nor guaranteed.

As noted above, topology control algorithms achieve a

required topology while optimizing some objective func-

tions of the network. In this paper, we study specific

instances of the topology control problem by considering

the following two optimization functions:

. minimize the maximum power used by any node in
the network. We refer to this criterion as MINMAX.

. minimize the total power used by all of the nodes in
the network. This is equivalent to minimizing the
average power used by the nodes. We refer to this
criterion as MINTOTAL.

The main result of this paper is a hybrid topology control

framework, termed Cluster-based Topology Control (CLTC for

short) to facilitate topology control for large scale ad hoc
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1. An alternative is to adjust the antenna patterns of the network nodes
[1], but that relies on the availability of directional antennas. This alternative
is not considered here.

2. In this paper, the term strong connectivity is used to denote
k-connectivity for k � 2.
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networks. Briefly, the CLTC framework consists of three
phases:

1. Nodes autonomously form clusters and elect cluster
heads.

2. Using the information gathered from the members of
its cluster, each cluster head assigns transmission
powers to the nodes in its cluster such that strong
connectivity is guaranteed within each cluster.

3. Each cluster head selects a set of border nodes,
shares information with neighboring cluster heads,
and computes appropriate transmission powers for
border nodes in order to establish strong connectiv-
ity with the neighboring clusters.

In later sections, we will provide the details of this CLTC
framework and prove its correctness by showing that, as
long as there is strong connectivity within each cluster and
between adjacent clusters, then strong connectivity is
guaranteed for the entire network.

Note that CLTC utilizes a hybrid approach to topology
control. It uses a centralized algorithm within a cluster and
between adjacent clusters to achieve strong connectivity and
yet achieves the scalability and adaptability of a distributed
approach with localized information exchange between
adjacent clusters. Further, the CLTC framework allows
different topology control algorithms to be applied within
clusters and between adjacent clusters, depending on the
optimization objective (e.g., MINMAX and MINTOTAL).

The remainder of the paper is organized as follows:
Section 2 reviews some existing topology control methods.
Section 3 presents the network and communication models
and provides some definitions. Section 4 provides the
details of the CLTC framework. The correctness of the
framework is proven in Section 5. Section 6 describes
particular topology control algorithms that can be utilized
in the CLTC framework. Section 7 analyzes CLTC in terms
of message complexity. Simulation results relative to CLTC
and the specific methods of Section 6 are presented in
Section 8 and Section 9 concludes the paper with a
discussion of future research directions.

2 EXISTING TOPOLOGY CONTROL TECHNIQUES

This section reviews prior work on topology control using
transmission power adjustment, beginning with centralized
algorithms and then considering distributed approaches.

2.1 Centralized Algorithms

The initial work on algorithms for topology control using
power adjustment appeared in [4]. That paper describes two
centralized algorithms where the induced topology is
1-connected or 2-connected, respectively, and where the
optimization criterion is MINMAX (i.e., minimize the max-
imum power utilized by any node). This work is generalized
in [3] to show that, if the desired topology property is
monotone, then, when the optimization goal is MINMAX, the
power assignments can be computed in polynomial time.
Here, a property is monotone if the property still holds even
when a node increases its transmission power. Connected-
ness properties are monotone, while properties like ”the
induced graph is a tree” are not. A general framework is also

presented in [3] for approximation algorithms when the
objective is MINTOTAL and the property is monotone. Note
that minimizing the total power is NP-hard even for the
property of 1-connected [7].

2.2 Distributed Algorithms

In practice, especially in large and dynamic networks,
centralized algorithms are not suitable due to the lack of
responsiveness and the excessive amounts of information
that need to be collected by a central node. Thus, [4] described
two distributed algorithms, termed Local Information No
Topology (LINT) and Local Information Link-State Topology
(LILT). Both of these protocols rely on partial topology
information, which could be collected by either a routing
protocol or any neighbor discovery protocol available, and
adjust transmission powers to maintain the desired number
of neighbors of each node. In particular, LINT relies on the
neighbor information that is obtained by most routing
protocols, while LILT exploits some amount of global
topology information collected when the network is operated
with a link-state routing protocol. Although both protocols
guarantee that the resulting network is 1-connected, neither is
able to guarantee strong connectivity.

In [8], a position-based distributed algorithm is proposed
to achieve minimum energy paths from all nodes to a master
site node. The algorithm relies on the peers’ position
information and a simple transmission power roll-off model.
As with [4], 1-connectivity is guaranteed, but nothing more.

A distributed algorithm is presented in [9] that aims at
achieving a particular routing table under the MINMAX

criterion. That algorithm results in all nodes having the same
transmit power. The algorithm cooperates with proactive
routing mechanisms to maintain multiple routing tables, one
for each transmit power level. To select the optimum power
level, the algorithm considers the smallest power level which
results in a routing table with the same number of entries as
the routing table obtained at the full transmit power.

Finally, in [5], [6], a distributed topology control
mechanism, termed Cone-based Topology Control, is proposed
where each node autonomously controls its transmission
power so that at least one neighbor is found in any
surrounding cone of a certain size. They show that 5�=6 is
the upper-bound cone size to achieve 1-connectivity. Again,
strong connectivity may or may not result.

3 MODELS AND DEFINITIONS

This section provides fundamental concepts used through-
out the paper. We begin with a description of the wireless
network model upon which the results presented here are
based and follow with several definitions that formalize
connectivity issues in graph theoretic terms.

3.1 Wireless Network and Communication Models

The model of wireless networks utilized in this paper is
adapted from [4]. There, M ¼ ðN;LÞ is a multihop wireless
network where N ¼ fm1; . . . ;mng is a set of nodes and L is a
one-to-one mapping fromN to planar coordinates. Each node
is able to obtain its coordinates by some means (e.g., GPS).
Further, each node u is able to adjust its transmission power
level pu within the range 0 � pu � Pmax, where Pmax is the
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maximum transmission power (we assume this value is the
same for all nodes). For a node u to successfully communicate
with another node v, the signal received at vmust exceed the
receive sensitivity S. Recall that signals lose their power as a
function of distance when propagating through a commu-
nication medium. Here, the path loss propagation function is
(in dB) ðlu; lvÞ, where the signal travels from u to v and lu, lv
are the coordinates of nodes u and v, respectively. In order to
guarantee a successful reception at v, it must be that
pu � S þ ðlu; lvÞ. As in [4], we assume that  is a mono-
tonically increasing function of the distance between u and v
and that a function �ðdÞmaps the distance d to the minimum
transmission power required for successful communication
at that distance. Thus, a node u is able to determine its
minimum transmission power to reach v from �ðdðlu; lvÞÞ ¼
S þ ðlu; lvÞ.

Given this framework, a network M ¼ ðN;LÞ can be

represented by an undirected graph G ¼ ðV ;EÞ, where V ¼
fu1; u2; . . . ; ung and vertex ui corresponds to node mi in M.

There is an edge in G between a pair of vertices if their
corresponding distance in M enables a successful commu-

nication. That is,

E ¼ fðui; ujÞjui; uj 2 V and S þ ðmi;mjÞ � Pmaxg:

3.2 Definitions

In this section, we define several graph related terms, which

will be used in both algorithms and proofs. To facilitate the

use of these terms, we use predicate-based notations. For all

definitions, we refer to graph G ¼ ðV ;EÞ and subgraphs

Gi ¼ ðVi; EiÞ and Gj ¼ ðVj; EjÞ.

. Graph G is k-connected, denoted by CONN(G; k), if
and only if there does not exist a set of kÿ 1 vertices
whose removal partitions G into two or more
connected components. If G is k-connected, it follows
that, for all u; v 2 V , there exist at least k disjoint
paths between them [10].

. Disjoint subgraphs Gi and Gj of G are neighboring
subgraphs in G, denoted by NEIGHBORG(Gi; Gj), if
9u9vðu 2 Vi ^ v 2 Vj ^ ðu; vÞ 2 EÞ.

. Disjoint subgraphsGi andGj ofG are neighboring k-
connected subgraphs in G, denoted by NBRCONNG

ðGi; Gj; kÞ, if CONNðGi; kÞ and CONNðGj; kÞ and 9
ðu1; v1Þ; . . . ; ðuk; vkÞ such that u1; . . . ; uk 2 Vi and
v1; . . . ; vk 2 Vj. Note that NBRCONNGðGi; Gj; 1Þ is
equivalent to NEIGHBORGðGi; GjÞ.

. Let G1, G2, . . . , Gs be a partitioning of G. Then Gi

and Gj, i 6¼ j, are peer3 k-connected subgraphs in G,
denoted by PEERCONNGðGi; Gj; kÞ,4 if either
NBRCONNGðGi; Gj; kÞ or 9Gl such that (NBRCONNG

ðGl; Gj; kÞ ^ PEERCONNG ðGi; Gl; kÞ).
. An edge-reduction of a graph G ¼ ðV ;EÞ results in a

new graph G0 ¼ ðV ;E0Þ, where E0 � E. A k-connec-
tivity-preserving edge-reduction of a k-connected
graph is an edge reduction that results in a
k-connected graph.

4 A CLUSTER-BASED TOPOLOGY CONTROL

FRAMEWORK

Recall from the introduction that CLTC is a general frame-
work for designing topology control algorithms. The design
goals of CLTC are two-fold: 1) to provide scalability,
adaptability, and autonomy through a hybrid approach and
2) to achieve strong connectivity in the resulting network. The
CLTC framework does not require the global topology to be
known by any entity. Rather, the framework relies on
clustering5 where nodes autonomously form groups (clus-
ters) and select a cluster head for each cluster. A centralized
topology control algorithm is then applied to each cluster to
achieve the desired connectivity within the cluster, while the
desired connectivity between adjacent clusters is achieved
via localized information sharing between adjacent cluster
heads, as depicted in Fig. 1. The following subsections detail
the three phases of the CLTC framework.

4.1 Phase 1: Cluster Formation

In the first phase, in a distributed fashion, clusters are
formed and cluster heads are selected. The cluster heads
will take the main responsibility6 for the subsequent two
phases. Note that the operations in those two phases are
independent of the specific clustering algorithm used in this
phase. Any distributed clustering algorithm that can form
nonoverlapping clusters and select cluster heads can be
applied7 ([11], [12], [13]).

4.2 Phase 2: Intracluster Topology Control

In this phase, each cluster head will calculate the power
assignments for all of the members of its cluster such that
the resulting topology of the cluster meets the given
topology constraint (i.e., k-connectivity for a given k). To
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Fig. 1. Cluster-based topology control.

3. In this paper, the terms adjacent and neighboring are used as synonyms,
while the term peer is a “multihop” concept involving a sequence of
neighboring entities.

4. Note that PEERCONNGðGi; Gj; kÞ is recursively defined.

5. The final topology generated by CLTC may depend on the
characteristics of clusters resulted from the clustering algorithm used.

6. Note that having only a cluster head to perform subsequent operations
in a centralized fashion may introduce a single point of failure within a
cluster. Being a framework for a hybrid topology control algorithm, CLTC
allows other alternatives such as a decentralized approach where informa-
tion is distributed to all member nodes and each node is responsible for its
topology control power assignment, hence the use of cluster heads is not
necessary. However, the two approaches are equivalent from the theoretical
perspective and we chose to proceed with the centralized approach.

7. Although the operations of the subsequent two phases do not depend
on the specific clustering algorithm used in the Cluster Formation phase,
the overall effectiveness of topology control depends on the characteristics
of resulting clusters.



accomplish this, we assume that the cluster head has, or can
obtain, the position (i.e., coordinates) of each member of the
cluster. Thus, the power assignments of the cluster
members can be obtained by applying an appropriate
centralized algorithm, such as those presented in [3], [4].

The power assignments calculated in this phase will be
distributed to the cluster members. But, the cluster
members will not yet begin transmitting at these powers.
Rather, it may be that these powers will be found to be
inadequate as a result of Phase 3 (the intercluster topology
control phase). Hence, the final power assignments for all
nodes will be computed after Phase 3 is completed. Thus,
during Phase 3, all nodes will still utilize their full
transmission power. Only after the completion of Phase 3
will nodes start using their assigned transmission power.

Note that some clusters may not be able to achieve a
k-connected topology at any legitimate power level. The
nodes in these weak clusters will transmit at full power.
Clusters that are able to achieve a k-connected topology are
termed strong clusters.

4.3 Phase 3: Intercluster Topology Control

In this phase, connectivity between adjacent clusters is
considered. Phase 3 consists of two steps. In the first step,
only strong clusters are considered, while weak clusters are
considered in the second step. This phase is necessary
because the intracluster connectivity resulting from Phase 2
is not sufficient to guarantee global k-connectivity, even if
only strong clusters are present in the network. Thus, this
phase is aimed at ensuring that there are k disjoint links
between adjacent clusters when k such links exist.

4.3.1 Step 1—Adjacent Strong Clusters

Throughout the description of this step (including the
algorithm), any reference to a cluster will be taken to mean a
strong cluster. Weak clusters play absolutely no role in this
first step of Phase 3.

For each pair of adjacent (strong) clusters, this step
ensures that there are k disjoint links between those clusters
when k such links exist. For a given cluster, this calculation
relies on information from the nodes of all clusters
(remember this means strong clusters) containing nodes
adjacent to a node of this cluster. In order to allow adjacent
clusters to discover each other, every node periodically
broadcasts a hello message8 containing its current coordi-
nates, its ID, and its current cluster ID. When a node A
hears a hello message from a node B that belongs to a
different cluster, A will place B’s information in its border
list. This border list will subsequently be reported to the
cluster head.

With the border list of each cluster member in hand, the
cluster head for a cluster A executes Algorithm 1 (see Fig. 2).
In that algorithm, for each adjacent clusterC, the cluster head
checks if there exist k disjoint links from A to C. That is
accomplished by applying an algorithm (BIMAXMATCH-
ING) [14] that computes a maximum cardinality matching in the
bipartite graph defined by the nodes in respective clusters
and the edges with one endpoint in each cluster. If k does not
exceed the size of the maximum cardinality matching, then
the cluster head selects k disjoint links that meet the specified

optimization objective. A specific implementation of algo-

rithms for selecting a set of k disjoint links that satisfy

minimizing maximum power and minimizing total power,

which is the algorithm FindKLinks() shown in Algorithm 1

(see Fig. 2), are given in Section 6. When they don’t exist,

k disjoint links from A to C, the cluster head for A simply

assigns full power to each of its members who are adjacent to a

node in C (i.e., each node that heard a hello message from a

node inC). Thus, in this case, all of the links between clusters

A and C are preserved. Note that the connectivity preserva-

tion alone does not guarantee k-connectivity between clusters

A and C. However, global k-connectivity is guaranteed after

the completion of Phase 3 when connectivities with other

neighboring clusters are already established, as presented in

the proofs in Section 5.
In Algorithm 1 (see Fig. 2), after computing the links to

each adjacent strong cluster, the cluster head performs an

optimization to allow the links between certain adjacent

clusters to be removed, while preserving the k-connectivity

of the resulting topology (the correctness of this optimiza-

tion is provided by Lemma 5.6). In this context, PICðCa; CbÞ
is defined as follows: When the number of disjoint links

between Ca and Cb is less than k, PICðCa; CbÞ is 1;

otherwise, when the optimization objective is MINMAX,

PICðCa; CbÞ is the maximum power of the selected k links

and, when the optimization objective is MINTOTAL,

PICðCa; CbÞ is the total power of the selected k links. Then,

a strong cluster Cs will not establish the intercluster links

with a neighboring strong cluster Cp if it observes that there

exists another neighboring strong cluster, say Cq, where Cq
is also a neighbor of Cp and both PICðCs; CqÞ and

PICðCq; CpÞ are strictly less than PICðCs; CpÞ, as illustrated

in Fig. 3.
Note that PICðCs; CqÞ and PICðCs; CpÞ can be computed

directly by the cluster head of Cs (Cs has the complete

border information). However, this is not the case for

PICðCq; CpÞ. To obtain this information, the cluster heads

rely on the local exchange of PIC vectors with adjacent

strong clusters.

4.3.2 Step 2—Handling Weak Clusters

Recall that weak clusters (i.e., those that are not able to

achieve k-connectivity during the intracluster phase) did not

participate in Step 1 nor were they considered by other

clusters. It is critical, however, that we maintain the original

connectivity associated with a weak cluster in order to

guarantee that the network in its entirety is k-connected

after applying the CLTC framework (this is proven in

Section 5). Thus, in this step, each node A that belongs to a

weak cluster will inform each node B within transmission

range (e.g., by means of setting a flag in a hello message)

that B should utilize their maximum transmission power in

order to preserve A’s original connectivity to the rest of the

network.
After Phase 3 is completed, each node is assigned a

transmission power which is the largest of the transmission
powers assigned to the node in Phase 2, Phase 3 Step 1, and
Phase 3 Step 2.
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5 PROOF oF CORRECTNESS

In this section, we prove that the CLTC framework guarantees
k-connectivity. This result is stated as the following theorem.

Theorem 1. Let G ¼ ðV ;EÞ be the induced graph when every

node uses its full transmission power. Let G0 ¼ ðV ;E0Þ be the

induced graph where every node uses the transmission power

assigned by CLTC. Then, CONN(G; k) () CONN(G0; k).

Prior to proving Theorem 1, several lemmas utilized in that
proof are presented. Throughout this section, the following

notations will be used:

. If Gi ¼ ðVi; EiÞ, Gj ¼ ðVj; EjÞ, and G ¼ ðV ;EÞ, then
Gi [G Gj = ðV 0; E0Þ, where V 0 ¼ Vi [ Vj and

E0 ¼ Ei [Ej [ fðu; vÞ j u 2 Vi ^ v 2 Vj ^ ðu; vÞ 2 Eg

. IfG ¼ ðV ;EÞandGi ¼ ðVi; EiÞ, thenGÿGi ¼ ðV 0; E0Þ,
where V 0 ¼ V ÿ Vi and

E0 ¼ fðu; vÞ j ðu; vÞ 2 E ^ u; v 2 V 0g:

The proof of Theorem 1 will depend on several lemmas

associated with local and global k-connectivity. In this regard,

we begin by showing that, in any graphG ¼ ðV ;EÞ, the union

of neighboring k-connected subgraphs are k-connected.

Lemma 1. Let Hi ¼ ðVi; EiÞ and Hj ¼ ðVj; EjÞ be subgraphs of

G. If NBRCONNG(Hi; Hj; k), then Hi [G Hj is k-connected.

Proof. We need to show that 8a, b 2 Vi [G Vj, there exist

k disjoint paths between them. Given NBRCONNG

ðHi; Hj; kÞ, we have CONN(Hi; k) ^ CONNðHj; kÞ. Hence,

8a, b 2 Vi, or a; b 2 Vj, a and b have at least k disjoint

paths between them.
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In the case that a 2 Vi and b 2 Vj, we show that there
exists a path between a and b after removing kÿ 1 nodes.
Given NBRCONNG(Hi; Hj; k), Hi and Hj share k disjoint
links. Therefore, by removing any kÿ 1 nodes from
Vi [ Vj, there exists at least one link ðu; vÞ that is intact,
where u 2 Vi ^ v 2 Vj. Since CONNðHi; kÞ, there exist at
least k disjoint paths from a to u and, thus, removing any
kÿ 1 nodes will not disconnect a and u. Similarly, for all
b 2 Vj, b will not be disconnected from v. Therefore, there
exists a path between a and b. tu

By applying Lemma 1 inductively, it can be shown that,

in any graph G, the union of peer k-connected subgraphs are

k-connected:

Corollary 1. Let fHi; i ¼ 1; . . . ;mg be a partitioning of G. Let

Sc be a maximal set of indices such that 8i; j 2 Sc,
PEERCONNGðHi; Hj; kÞ. Then, [G i2ScHi is k-connected.

The following lemma shows that, by applying a

k-connectivity-preserving edge-reduction to a subgraph of

any k-connected graph G, the resulting graph is also

k-connected.

Lemma 2. Let Hc ¼ ðVc; EcÞ be a subgraph of G and let H 0c be an

edge-reduction of Hc. Let G0 ¼ ðV 0c ; E0cÞ be ðGÿHcÞ [G H 0c.
Then, CONNðHc; kÞ ^ CONNðH 0c; kÞ ^ CONNðG; kÞ )
CONN(G0; k)}.

Proof. By the definition of k-connectivity, it is sufficient to

show that 8 u; v 2 G0, u and v are connected after

removing ðkÿ 1Þ nodes from G0. There are three cases:

1. u; v 2 Vc: Trivially, this follows from CONN(H 0c; k).
2. u 2 Vc ^ v 2 V ÿ Vc: Given CONN(G; k), u and v

have kdisjoint paths between them inG. Therefore,
by removing any ðkÿ 1Þ nodes fromG, there exists
a path p that is intact. If p � E ÿEc, then u and v are
connected through p, which is intact in G0.
Otherwise, let p ¼ fðu; x1Þ; . . . ; ðxp; gÞ; ðg; y1Þ; . . . ;
ðyq; vÞg � ux1 � � �xpgy1 � � � yqv, where y1; . . . ; yq;
v 2 V ÿ Vc ^ g 2 Vc, as shown in Fig. 4a. Given

CONNðH 0c; kÞ ^ u; g 2 Vc, u and g have k disjoint
paths between them in H 0c. This implies that the
removal of the ðkÿ 1Þ nodes will not disconnect u
and g in H 0c. Let this path be uz1 � � � zrg, where
u; z1; . . . ; zr 2 Vc. It is clear that path

p0 ¼ uz1 � � � zrgy1 � � � yqv
connects u and v and p0 � E0.

3. u; v 2 V ÿ Vc: Given CONN(G; k), u and v have
k disjoint paths between them in G. Therefore, by
removing any ðkÿ 1Þ nodes from G, there exists a
path p that is intact. If p � E ÿ Ec, then u and v are
connected through p, which is intact in G0. Other-
wise, let p ¼ ux1 � � �xpg1y1 � � � yqg2z1 � � � zrv, where

u; x1; . . . ; xp; z1; . . . ; zr; v 2 V ÿ Vc ^ g1; g2 2 Vc;
as shown in Fig. 4b. Given CONNðH 0c; kÞ ^ g1; g2

2 Vc; g1, and g2 have k disjoint paths between them
in H 0c. This implies that the removal of the ðkÿ 1Þ
nodes will not disconnect g1 and g2 in H 0c. Let this
path be g1w1 � � �wtg2, where g1; w1; . . . ; wtg2 2 Vc. It
is clear that pathp0 ¼ ux1 � � �xpg1w1 � � �wtg2z1 � � � zrv
connects u and v and p0 � E0.

The lemma follows from the three cases 1, 2, and 3. tu

By induction, it can be shown that a k-connectivity-
preserving edge-reduction of multiple subgraphs preserves
the k-connectivity of the containing graph:

Corollary 2. Let G ¼ ðV ;EÞ be any k-connected graph. Let
G1; G2; . . . ; Gm be k-connected subgraphs in G, where
m > 0; Gi ¼ ðVi; EiÞ; Vi � V , and Ei � E. If the subgraphs
G0i ¼ ðVi; E0iÞ, where E0i � Ei and i ¼ 1; . . . ;m, are each
k-connected, then G0 ¼ ðGÿ ð[Gmi¼1GiÞÞ [G ð[Gmi¼1G

0
iÞ, is

k-connected.

Recall that CLTC framework includes an optimization
step to remove redundant intercluster links. The following
lemma shows that the optimization preserves k-connectivity.
In the following lemma, G, G0, Gi, and G0i are defined as
follows. Let G and G0 be as defined in Theorem 1: Let
Gi ¼ ðVi; EiÞ; i ¼ 1; . . . ;m, be the clusters resulting from
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Fig. 3. Intercluster links between Cs and Cp are not necessary if there

exists an adjacent cluster Cq such that both PICðCs; CqÞ and PICðCq; CpÞ
are strictly less than PICðCs; CpÞ.

Fig. 4. Diagrams illustrating the proof of Lemma 2.



Phase 1 of the CLTC framework, where Vi is the set of nodes
in cluster i and Ei ¼ fðu; vÞ 2 Eju; v 2 Vig. Let G0i ¼ ðVi; E0iÞ,
where E0i ¼ Ei \E0. That is, G0i is the resulting subgraph of
cluster i at the conclusion of the execution of the CLTC
framework.

Lemma 3. 8i; j; 1 � i < j � m, PEERCONNGðGi; Gj; kÞ )
PEERCONNG0ðG0i; G0j; kÞ.

Proof. Let GC be a graph representing the cluster-level
connectivity of G. Formally, GC ¼ ðVC ; ECÞ where VC ¼
fG1; . . . ; GmgandEC ¼ fðGi; GjÞjNBRCONNG ðGi; Gj; kÞg.
Each edge ðGi; GjÞ 2 EC is assigned a weight wðGi; GjÞ,
wherewðGi; GjÞ ¼ PICðGi; GjÞ. LetG0C be the cluster-level
representation of G0, i.e., G0C ¼ ðVC ; E0CÞ where E0C ¼
fðGi; GjÞj NBRCONN0GðGiÞ; Gj; kÞg. Since the intracluster
algorithms preserve the k-connectivity of a cluster, CON-

NðGi; kÞ ) CONNðG0i; kÞ. Hence, to prove the lemma, it
suffices to show that ðGi; GjÞ 2 EC ) Gi and Gj are
connected in G0C . By ordering the edges in EC by
nondecreasing weights, we can use induction on the rank
of an edge in this ordering. Suppose that the ordering is
ðe1; e2; . . . ; esÞ, where s ¼ jEC j. As the base case, the pair of
clusters corresponding to the edge e1 are always directly
connected inG0C .Therefore,e1 2 E0C .For the inductivestep,
8t � s, suppose that, for all r < t, the pair of clusters
corresponding to er are connected inG0C (either directly or
indirectly). Suppose et ¼ ðGi; GjÞ. The only reason why
et =2 E0C (Gi andGj are not directly connected inG0C) is that
there exists another cluster Gl, where PICðGi; GlÞ <
PICðGi; GjÞ andPICðGl; GjÞ < PICðGi; GjÞ. Since the edges
ðGi; GlÞandðGl; GjÞcomebeforeðGi; GjÞ intheordering,by
the induction hypothesis,Gi andGl are already connected
in G0C , as well as Gl and Gj. Therefore, Gi and Gj are also
connected inG0C . tu

Finally, we have the proof of Theorem 1. In this proof, Gi

and G0i, i ¼ 1; . . . ;m are as defined in Lemma 3.

Proof of Theorem 1. For the clustersGi, where CONN(Gi; k)
is TRUE, we partition those clusters into sets S1; . . . ; Sc,
where each set contains clusters that are peer k-connected
in G. Formally, 8q ¼ 1; . . . ; c ½ðGi 2 Sq ^ PEERCONNG

ðGi; Gj; kÞÞ ) Gj 2 Sq�. Now, define sets S01; . . . ; S0c, such
that 8i, Gi 2 Sq ) G0i 2 S0q. By Lemma 3, for each

S0q ¼ fG0q1
; . . . ; G0qrg; 8 1 � i < j � r;

PEERCONN0G ðG0qi ; G0qj ; kÞ is TRUE. Then, define a subgraph
ofG0, termedGS0q ¼ ðVS0q ; ES0q Þ, where

VS0q ¼ fv j v 2 Vqi ^G0qi 2 S
0
qg;

and

ES0q ¼ fðu; vÞ j ðu; vÞ 2 E0 ^ u; v 2 VS0qg:

Since GS0q comprises only peer k-connected subgraphs, it

follows from Corollary 1 thatGS0q is also k-connected.

As described in Section 4, the intracluster and
intercluster algorithms always include in G0 all of the
edges in G that are adjacent to any vertex that is not in
any peer k-connectivity groups (i.e., 8ðu; vÞ 2 E, if u or v
is not in GS0i

, 1 � i � c, then ðu; vÞ 2 E0) and all of the

edges between different peer k-connectivity groups (i.e.,
8ðu; vÞ 2 E, if u 2 GS0i

, v 2 GS0j
and i 6¼ j, then ðu; vÞ 2 E0).

It follows from Corollary 2 that G0 is k-connected as long
as the original topology G is k-connected. tu

6 ALGORITHMS FOR TOPOLOGY CONTROL

In the prior section, we described CLTC, a framework for the
design of hybrid topology control algorithms that guarantee
strong connectivity,9 while attempting to optimize a given
function of the power specifications of the nodes. To utilize
the CLTC framework, there are three algorithms that must
be specified: the clustering algorithm in Phase 1, the
intracluster topology control algorithm of Phase 2, and,
the intercluster topology control method of Phase 3. Since
there are many algorithms available for clustering, we do
not discuss clustering algorithms in detail. However, the
characteristics of the clustering algorithm and the resulting
clusters may affect the efficiency of topology control. For
instance, multihop clusters can provide more flexibility in
terms of the trade off between efficiency and scalability. In
addition, clusters with larger coverage may result in more
efficient (intracluster) topology, while incurring more
overhead on the information exchange process within
clusters. In contrast, smaller coverage clusters incur less
(intracluster) overhead, while resulting in a less efficient
topology. In the evaluation of the CLTC framework, we
used a specific clustering algorithm, named Adaptive
Dynamic Backbone (ADB) [12], in Phase 1. More details
on the operations of ADB are presented in Section 7. In this
section, we consider specific algorithms for use in Phases 2
and 3 when the optimization criteria are MINMAX and
MINTOTAL.

6.1 Intracluster Algorithms

An intracluster topology control algorithm is executed by a
cluster head to compute a power assignment for the
members of its cluster such that the k-connectivity of that
cluster is preserved and specified optimization objectives
are achieved. The CLTC framework utilizes different
intracluster algorithms for different optimization objectives.

6.1.1 MINMAX

In this case, an intracluster algorithm is to compute a power
assignment such that the maximum power assigned is
minimized. Since k-connectivity is a monotone property and
testable in polynomial time, CLTC utilizes the framework in
[3] to compute the optimum power assignments in
polynomial time. Specifically, for 1-node-connected and
2-node-connected, the algorithms in [4] are utilized.

6.1.2 MINTOTAL

When the optimization objective is minimizing total power,
an intracluster algorithm is to produce a power assignment to
the nodes in a cluster such that the total power is minimized.
However, the problem of finding an optimum power assign-
ment is NP-hard even for 1-connectivity [2]. Hence, efficient
approximation algorithms are used to produce approximate
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9. Strong connectivity is guaranteed under an assumption that a network
is strongly connected when nodes communicate using full transmission
power.



solutions. For the general k-connectivity, the approximation
framework in [3] can be used. For 1-node-connected, the 2-
approximation-algorithm presented in [2] is utilized and for
2-node-connected, the 8-approximation-algorithm presented
in [3] is used.

6.2 Intercluster Algorithms

In Step 1 of Phase 3, after a cluster head collects information
from all of the adjacent clusters, it performs the intercluster
algorithm described in Section 4.3. Note that different
algorithms are utilized at Line 9 of Algorithm 1 depending
on the optimization objective. We present algorithms for
MINMAX and MINTOTAL below.

6.2.1 MINMAX

With this objective, an intercluster algorithm is to select a
set of k disjoint links between two clusters, such that the
maximum transmission power of those links is minimized.
Algorithm 2 (Fig. 5) gives a method to accomplish this.
There, for each candidate maximum power value, a
bipartite graph is constructed. The algorithm then computes
the maximum cardinality matching (BIMAXMATCHING)
by using algorithms in [14]. By using binary search, the
smallest j such that E0½j� has k disjoint links is found. Thus,
the intercluster links that minimize the maximum power
are produced. Since binary search considers Oðlog eÞ
candidate values and BIMAXMATCHING takes Oð ffiffiffinp eÞ
time, the running time of this algorithm is Oð ffiffiffinp e log eÞ,

where n is the number of nodes in the two clusters and e is
the number of edges between them.

6.2.2 MINTOTAL

To achieve k-connectivity and minimize total power, the
intercluster algorithm selects k disjoint links whose total
power is minimum between two neighboring clusters. When
k ¼ 1, it is clear that the link with the minimum transmission
power is selected. When k � 2, it is easy to see that this
problem is equivalent to a Minimum Cost Network Flow
(MCNF) problem. Hence, for a general k, an algorithm for
minimizing total power can be obtained by replacing Lines 6
and 7 in Algorithm 2 with an algorithm for MCNF. The fastest
polynomial time algorithm known for MCNF is due to Ahuja
et al. [15] and runs in timeOðneðlog logUÞðlognCÞÞ, whereU is
the maximum capacity and C the maximum cost of an edge.
Hence, in the worst case, it takesOðne lognÞ time by using this
algorithm, where n is the total number of nodes in the two
clusters.

However, when k ¼ 2, there is a better method. The
method is based on the observation that if ðr; tÞ is the
minimum weight (transmission power) edge, then there exist
two disjoint edges e1 and e2 between the two neighboring
clusters such that e1 and e2 have the minimum total weight
and at least one of e1 or e2 is adjacent to either ror t. The reason
is the following: Let e01 and e02 be two disjoint edges with the
minimum total weight and suppose that neither is adjacent to
r or t. Since wððr; tÞÞ þ wðe02Þ � wðe01Þ þ wðe02Þ, ðr; tÞ and e02 are
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disjoint edges with the minimum total weight, and ðr; tÞ is
adjacent to r and t. Using this observation, we provide
Algorithm 3 (Fig. 6) for use when k ¼ 2. In that algorithm, for
each edge ðu; vÞ that is adjacent to ðr; tÞ, a corresponding edge
is found which has the minimum weight among those edges
that are disjoint with ðu; vÞ. By selecting the ðu; vÞand edge that
have the minimum total weight, Algorithm 3 produces two
disjoint intercluster links with the minimum total power.
Since the first for loop (line 5 to line 9) takesOðeÞ time and the
remaining part of the algorithm takesOðnÞ time, the running
time of Algorithm 3 is only Oðeþ nÞ.

7 MESSAGE COMPLEXITY ANALYSIS

We study the message complexity of an implementation of
CLTC, namely CLTC-A, by considering the total number of

messages exchanged during the three phases of CLTC-A.
Then, we compare CLTC-A with a centralized approach,
where each node collects information from all other nodes,
then computes its power level independently.

In the clustering phase, CLTC-A utilizes the Adaptive
Dynamic Backbone (ADB) distributed clustering algorithm.
To evaluate the complexity, we describe the major steps of
ADB. When starting up, each node broadcasts hello
messages containing its ID, cluster ID, the parameters
reflecting its appropriateness (height or weight) of being a
cluster head such as node degree, and its geographical
coordinates obtained from GPS. Based on the information
collected from its neighbors, each node individually
evaluates whether it remains the cluster head within its
coverage or becomes a member of another cluster. After the
clusters are formed, the connecting process starts. When
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node A hears hello messages from node B of neighboring

clusters whose cluster IDs are lower than itself (we call

these peer connecting nodes), A informs its cluster head

regarding that neighboring cluster. Once a cluster head

receives information from all border nodes, it selects one

connecting node (backbone) corresponding to each neigh-

boring cluster and informs the selected backbone nodes. A

chosen backbone node A then notifies its peer connecting

node B to serve as connecting nodes on the backbone as

well. Further, B notifies its cluster head about the newly

formed part of the backbone. Note that ADB was originally

designed to operate in a dynamic environment and allow

multihop clusters to be formed. However, in the current

study of CLTC-A, we consider a static ad hoc network

which forms only one-hop coverage clusters. Note that any

cluster heads of two neighboring clusters are at most three

hops from each other. The extra capabilities of ADB will

benefit CLTC-A in future work to accommodate mobile ad

hoc networks. Readers are referred to [12] for additional

details on ADB.
The following parameters are used in the analysis. Let N

be the total number of nodes in the network, E be the

number of links in the network, C be the number of clusters,

Nc be the average number of nodes per cluster (Nc ¼ N
C ),

RBD be the average fraction of nodes that are border nodes

in a cluster (0 < RBD < 1) and CNB be the average number

of neighboring clusters (0 � CNB < C).
Table 1 shows the message overhead incurred by each

phase to complete CLTC-A for each cluster. Each phase is

broken down into its major steps. The total number of

messages (the second column in Table 1) required to

complete CLTC is C � ð4CNB þ 2Nc þ 2NcRBD þ 3ÞÞ, which

is OðN þ CNBCÞ in the worst case.

It is appropriate to assume that the clustering algorithm

is able to maintain the number of clusters, C, and the

average number of neighboring clusters, CNB, since these

are standard objectives of most clustering algorithms. When

C and CNB take the values Oð1Þ, OðlogNÞ, Oð
ffiffiffiffiffi
N
p
Þ, and

OðNÞ, the total number of messages is shown in Fig. 7.
Note that, in the majority of the cases, the average

number of messages required per node is Oð1Þ, which

agrees with the statistics obtained in our simulation study

(see Fig. 12). The total number of messages is super-linear

only when C is OðNÞ and CNB is greater than Oð1Þ. That

worst scenario can be avoided by choosing proper para-

meters (e.g., cluster size) of ADB.
In a centralized approach, each node sends a message

that consists of its coordinates to all other nodes in the

network. Since no node has global knowledge of the

network, we assume the message distribution is done by

plain flooding. Thus, a message from one node may travel

every link of the network. Therefore, the total number of

messages is OðN2Þ.
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Average Message Complexity Analysis of CLTC-A

Fig. 7.



Thus, CLTC has at least one magnitude less overhead

than a centralized approach. In Section 8, we show the

experimental results on message complexity collected

during our simulation study.

8 SIMULATION STUDY

We have conducted a simulation study to determine the

effectiveness of CLTC-A and to study the message complex-

ity as described in Section 7. These simulations were carried

out using the QualNet simulator [16].
In this study, 20 networks were randomly generated on a

terrain of size 1,500�1,500 m2. In order to study the effect of

cluster size on the resulting topologies, we varied the

number of nodes inside the terrain, between 100, 125, 150,

and 175 nodes. When operating at full transmission power,

each node had an effective communication range of 350 m.
For each network, we considered:

. optimization objectives: MINMAX and MINTOTAL,

. k-connectivity: k ¼ 1 and k ¼ 2,

. algorithms: centralized and CLTC-A.

Thus, for each network, there are eight results. The

centralized algorithms utilized were:

. MINMAX k = 1, 2, RR1 and RR2 from [4],

. MINTOTAL k = 1, K3P from [2],

. MINTOTAL k = 2, LLMRR from [3].

Relative to CLTC-A, recall that, in Phase 1, the clustering
algorithm used is ADB [12], configured such that each node is
only one hop away from a cluster head when all of the nodes
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Fig. 8. Network topologies of 100 nodes with different topology control settings (for MINMAX). (a) Without topology control. (b) After applying ADB

clustering algorithm. (c) k ¼ 1, after applying RR1 algorithm. (d) k ¼ 1, after applying CLTC-A (MINMAX). (e) k ¼ 2, after applying RR2 algorithm. (f)

k ¼ 2, after applying CLTC-A (MINMAX).



use full transmission power. In Phases 2 and 3, we utilize the
algorithms specified in Section 4. In our simulations, for
Phase 1 of CLTC-A, ADB generates clusters where the
average number of nodes per cluster is 7.79, 9.87, 12.36, and
13.94, where the number of nodes in the network is 100, 125,
150, and 175, respectively. Note that, by varying the number
of nodes in the network while maintaining other parameters
such as the transmission range and terrain size, we implicitly
adjust the degree of centralized and distributed algorithms in
CLTC-A. In other words, if there are more nodes in the
network, then the clusters are larger and, in CLTC-A,
intracluster algorithm has a more significant effect.

Prior to providing the experimental results regarding
power, we first provide, in Fig. 8, a look at the actual
topologies for one simulated network. Three pairs of figures
are given there.

. Fig. 8a shows the topology when all nodes commu-
nicate using full transmission power. Fig. 8b shows
the topology after Phase 1 of CLTC-A. This is the
output of the ADB clustering algorithm, prior to the
execution of any topology control algorithm.

. Fig. 8c is the topology resulting from RR1 when the
topology property is simply that the network be
connected(i.e.,k ¼ 1).Fig.8d is the topologyproduced
by CLTC-A for MINMAX when k ¼ 1, where the thin
lines indicate intracluster links and the thick solid lines
indicate intercluster links. Note that only those links
that are selected by CLTC-A are shown.

. Figs. 8e and 8f are analogous to Figs. 8c and 8d, but
k ¼ 2.

Fig. 9 also illustrates topologies obtained from various
topology control algorithms which aim to achieve mini-

mum total power. Two pairs of figures are organized in a
similar fashion, as in Fig. 8.

. Fig. 9a shows the topology resulted from applying a
centralized algorithm, K3P, to the entire network,
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Fig. 9. Network topologies of 100 nodes with different topology control

settings (for MinTotal). (a) k ¼ 1, after applying K3P algorithm. (b) k ¼ 1,

after applying CLTC-A (MINTOTAL). (c) k ¼ 2, after applying LLMRR

algorithm. (d) k ¼ 2, after applying CLTC-A (MINTOTAL).

Fig. 10. Results from various topology control algorithms showing
average and maximum transmission range when (a) k ¼ 1 and (b) k ¼ 2,
and (c) average node degree when the optimization objective is
MinTotal.



while Fig. 9b illustrates the topology obtained from
CLTC-A when k ¼ 1.

. Fig. 9c and 9d depict the topologies obtained from a
centralized algorithm, LLMRR, and CLTC-A, respec-
tively, when k ¼ 2.

Fig. 10 illustrates the results of the simulations when the
optimization objective is MINTOTAL. In the figures, we show
maximum and average transmission range obtained from
various topology control algorithms. Note that minimizing
total transmission power is equivalent to minimizing
average transmission power. It is evident from those results
that CLTC-A is very effective in reducing the transmission
range of each node. Recall that the full-power transmission
range is 350 m. When k ¼ 1 (Fig. 10a), CLTC-A reduces the
maximum transmission range to 245 m when there are about
eight nodes per cluster and as low as 175 m when there are 14
nodes per cluster. These transmission ranges are approxi-
mately 11 to 23 percent higher than the maximum transmis-
sion ranges assigned by K3P centralized algorithm. For the
average transmission range, CLTC-A reduces the range to
160 m when there are eight nodes per cluster and as low as
120 m when the density is 14 nodes per cluster, which are
approximately 13 to 16 percent higher than those of K3P.

When k ¼ 2 (as shown in Fig. 10b), the maximum and
average ranges resulting from both the CLTC-A and
LLMRR algorithms are larger than when k ¼ 1. That is
expected because 2-connected is a stronger property than
1-connected. Moreover, the difference between CLTC-A
and the centralized algorithm when k ¼ 2 is in a greater
range than when k ¼ 1. This is the consequence of having to
maintain one more longer-range link between adjacent
clusters and one more additional disjoint path from each
node to other nodes within all clusters. The maximum
ranges of CLTC-A are approximately 19 to 25 percent
higher than those assigned by LLMRR and the average
ranges of CLTC-A are approximately 22 to 28 percent
higher than those assigned by LLMRR.

Fig. 10c shows the average node degrees produced by
CLTC-A versus a full transmission power network. More
importantly, the node degree of a network with CLTC-A
does not depend on the size or density of the network. The
results of MINMAX are similar to those of MINTOTAL and
are illustrated in Fig. 11.

Fig. 12 illustrates the number of message exchanges
required per node to complete CLTC-A in our simulation
environment. The message complexity analysis in Section 7 is
confirmed by the result shown in the figure. When the number
of nodes in the network increases from 100 to 175 nodes, the
average number of messages required per node in CLTC-A
does not increase. This shows the CLTC-A has little extra
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Fig. 11. Results from various topology control algorithms showing

average and maximum transmission range when (a) k ¼ 1 and (b) k ¼ 2,

and (c) average node degree when the optimization objective is MinMax.

Fig. 12. Number of message exchanges per node in CLTC-A (MINMAX,
k ¼ 1) when the number of nodes increases.



overhead besides the ADB clustering algorithm and ADB is
very effective in maintaining an appropriate number of
clusters. This also confirms the scalability of CLTC-A.

9 CONCLUSION

In this paper, we have proposed the Cluster-based Topology
Control (CLTC) framework for a hybrid approach to control
topology using transmission power adjustment. CLTC
employs a clustering algorithm and each cluster locally
exchanges information among its own members and with
neighboring clusters to achievek-connectivity for the network
in its entirety. We proved that the CLTC framework
guarantees global k-connectivity as long as the original
topology is k-connected. The framework allows topology
control algorithms with different optimization objectives to
be utilized. We also conducted simulation studies to
demonstrate the effectiveness and message complexity of
CLTC. The results, in comparison to a maximum transmis-
sion power topology, show that lower average transmission
range and node degree and, hence, less interference and
energy consumption can be achieved by CLTC while
preserving global k-connectivity.

In the current design, a pair of k-connected adjacent
clusters will establish either k direct paths or k indirect paths.
Research is in progress to allow CLTC to establish kpaths of a
mix of both direct and indirect paths to further provide route
diversity. As mentioned earlier, the operation of CLTC is
independent of the clustering algorithm used. We are
investigating a topology-control-aware clustering algorithm
that forms clusters based on the value of k and allows clusters
to overlap. We also plan to study the relationship between the
characteristics of clusters and their impact on the efficiency
and scalability of topology control. In addition, the capability
of a clustering algorithm to adapt to mobility and its effect on
the resulting topology will be studied. An experimental study
to evaluate the application-layer performance with the
existence of topology control would be a crucial step in
evaluating the performance benefits of topology control
algorithms. The use of directional antennas to limit the range
of broadcast and the effects this may have on topology control
should also be considered.
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