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Abstract—Topology control problems are concerned with the covered by one or monelay nodesRelay nodes are typically
assignment of power levels to the nodes of aad-hoc networkso  more powerful than sensor nodes in terms of energy, storage,
as to maintain a specified network topology while minimizingthe computing and communication capability. Further, relagle

energy consumption of the network nodes. Awo-tierednetwork . .
model has been proposed recently for prolonging the lifetira €20 aggregate useful information and remove data redugdanc

and improving the scalability in ad-hoc sensor networks. Sah  from the sensor nodes in its cluster. This allows the relajeso
networks however may suffer from the failure of relay nodes to generate outgoing packets with much smaller total sizk an
causing the network to lose functionality. While considerale send them to a base station [7] along a path with zero or more
attention has been given to the issue of fault-tolerance in ;harmediate relay nodes. The power at which each relay node

such networks, all of the prior work has been concerned with . .
maintaining a 2-connected network. transmits is determined kppology control[12]. In topology

In this paper, we consider an alternative approach, namely contro!, each relqy node is assigned atransmi_ssion powes So
optimal relay node fault recoveryn which the network topology to achieve a desired network topology. The simplest topolog

is required to be just 1-connectedand when a relay node fails, s that the relays form @onnectechetwork. Other example
we replace that node with a new relay node that is placed in a topologies are&-connectecand diameter d

position such that the power level assigned to the new node is A difficulty i intaini two-tiered twork i
optimal In general this will not be the original node position or iculty In-maintaining a two-tiered sensor network IS

power assignment. that relay nodes may fail at unpredictable times due to gnerg
We study three versions of optimal relay node fault recovery depletion, harsh environmental factors, or malicious citta
that vary in the degree to which the original network nodes cabe  from enemies. When this happens, the network may lose func-
reconfigured (i.e. have adjustments made to their power 1eV8)  tjonajity. In order to support the survivability for the metrk,
when adding the new relay node into the network. For each . .
the traditional topology control approach to producing altfa

version, we provide a polynomial time algorithm that provides ! L

node. relay nodes so that the network is at ledstonnectedThis
means that the failure of a single relay node will never itesul
[. INTRODUCTION in a partitioned network.

An ad-hoc networkis a collection of wireless nodes that Unfortunately, while assigning nodes transmission powers
can dynamically form a network without necessarily using arf© @S t0 achieve 2-connectivity is intuitively appealirigre
pre-existing infrastructure. Given the potential for agphent S @n obvious tradeoff in that the power used by the network
in a wide range of environments, many practical applicatioffdes in achieving that level of connectivity may be quite
have been conceived for ad-hoc networks. In designing 489€, hence limiting the effective network lifetime. Iredk it
hoc networks many interesting and difficult problems arig$@s shown in [14] that a very high price is paid in requiring
due to the shared nature of the wireless medium, the limitégcOnnectivity instead of 1-connectivity. There it was who
transmission range of wireless devices, node mobilityrgne that theincreasein power needed for a 2-connected network
efficiency, and fault-tolerance. versus a l-connected network is in the rangelb0% and

With current technologies in ad-hoc networks, one-hdj9ner For instance, the methods ADB [8] and MMST [14],
transmissions over a long distance are very costly or impd&Sult inincreasesf 177% and 163%respectively. Here, the

sible since energy consumption for transmitting over dista COStS Of constructing a 2-connected netwark approaching
d is proportional tod®, wherea is a constant in the rangethree timeghose of constructing a 1-connected network.

of 2 to 4 depending on the media [2]. One approach used inGiven the high costs qf requiring a 2-connected topology, it
sensor networkss to use atwo-tiered model [5], [6] where S€€mMS that such a requirement should be enforced only when
the sensor nodes are grouped into clusters and each clsistdp§re is a compelling reason. In many situations, nodesfail
low rate and replacement of nodes is relatively easy. Thig ma
Iprepared through collaborative participation in the Comizations and D€ the case for instance for a sensor network used to monitor
Networks Consortium sponsored by the U. S. Army Researchiiaatry un-  environmental factors within a building, where a mainterean

der the Collaborative Technology Alliance Program, Coapes Agreement ; ;
DAAD19-01-2-0011. The U. S. Government is authorized torgdpce and person can easny and rou“nely place a relay nédehen

distribute reprints for Government purposes not withstamdiny copyright
notation thereon. 2|t is not likely to be the case in battlefield environments.



nodes fail at a low rate and replacement is easy, using ayco®l Background on Topology Control

2-connected network simply to accommodate an occasionalgnsiderable work has been done on a variety of topology
node failure is not sagacious or worthwhile. control problems [1]-[4], [9]-[14]. Recall that in the stiard

In this paper, we consider an alternative approach in whighpology control problem we are given a set of nodes in the
the network topology is just 1-connected and when a relg¥yane and asked to assign power levels to the nodes so that
node fails, we simply replace that node with a new relaye resulting network achieves a prespecified graph prppert
node. Of course, that replacement could be done by placi@st commonly the property is that the graph be connected.
the new relay node where the old one was located and havirige goal of the power assignment is to optimize some function
the new node use the same transmission power as the replagieghe assigned powers. The two most common optimization
node. However, as long as a new relay node is being placggjectives areMinMax andMinTotal, which respectively min-
it seems that a more proactive placement is possible whighize the maximum assigned power and total (equivalently,
places the node so that the power level assigned to that n@ggrage) assigned power. In MinMax, it is typical to have the
is optimal This then is theoptimal relay node fault recovery sgme power assigned to all network nodes [12].
problem addressed in this paper. We consider three versfons For MinMax, [12] presented ad(n?logn) algorithm to
the problem which differ in the degree to which the originadolve the topology control problem for maintaining a con-
network nodes can be reconfigured (i.e. have their powelslevRected network. In that algorithm, they first collect all of
adjusted) when placing a new relay node into the network. Fpfe candidate power thresholds and then locate the MinMax
each version, we provide a polynomial time algorithm thglower by using binary search over the set of candidate
provides an optimal placement of the new relay node. power thresholds. In section V of this paper we will use that

This paper is organized as follows. In Section Il, some backtgorithm as a subroutine.
ground on topology control and our network model is given, For MinTotal, topology control problems are typically
and a formal problem definition is presented. In the subs#qu@roven to be NP-hard and approximation algorithms are pro-
three sections we provide polynomial time algorithms fatea vided [1], [3].
of the three problem versions. Some concluding remarks areOther topology control topics that have been studied in-

given in Section VI. clude: lifetime maximization [4], minimizing the number of
max power users [10], and topology control when nodes are
Il. PROBLEM FORMULATION mobile [13].

In this section, we introduce the network model used in thfs: Reélay Node Replacement Problems
paper, provide a little background on work in topology cohtr  The main problems studied in this paper are defined in this
and provide formal definitions of the Relay Node Replacemesgction.

(RNR) problems that we study. Consider a networl/, consisting of a seV” of relay nodes
(henceforth just called nodes), where the nodes are lodated
A. Model and Objectives the Euclidean plane, where nodg transmits at power level

pi, and where the induced graph based on those transmission
Our network model is based on thedirected graph model power levels is connected. Note that we make no assumptions
proposed in [9]. In this model, for each ordered pairv) of about the power specification iNy, hence power levels can
transceivers, there istaansmission power threshgldenoted pe distinct (or not) and the specification may or may not be
by p(u,v), where a signal transmitted by the transceivean optimal.
be received by only when the transmission power of is Suppose then that i, some nodeY fails, so that the
at leastp(u,v) [12]. In this paper we utilize thgeometric resulting networkA/ is not connected. This means that at
modelin which the threshold is determined by the Euclideaghe existing power levels the remaining network nodes are
distance between andv [11]. Since in the geometric modelpartitioned into severatonnected componentén example
the threshold values asymmetri¢ that is, p(u, v) = p(v,u), network with one failed node is shown in Figure 1.
in the remainder of this paper, we lefu, v) denote both itself  Since the goal is to have a connected network, we want
andp(v, u). to place one new nod& with power levelpx such that
Given the transmission powers and the positions of thiee resulting network\” is connected. As noted in the prior
nodes, an ad hoc networkducesan undirected graptr over section, we could plac& at the same location &g, with
the nodes of the network. An edge, v) is presentinG ifand pyx = py. But, perhaps by putting( at a different location
only if the transmission powers of bothandv are at least we can achieve a network that is also connected and where
the transmission power threshgidu, v) [13]. In this casex  the power level assigned t& is less tharpy. The problem
andv are said toconnect and the solution vary depending on on how much change is
Under this network model the goal édpology controlis allowed in the network. We formally define the problem as
to assign transmission powers to nodes such that the regultiollows:
undirected graph achieves a specified property and so that thDefinition 2.1 (Relay Node Replacemenfonsider a net-
transmission powers are optimal. work Ny, a failed nodeY’, the resulting unconnected network
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The Initial Sensor Network The Sensor Network: the Point Solution

Fig. 2. An example solution for PO-RNR

power required to connect with boffi and their original
neighbors inV).
e GLOBALLY OPTIMAL RNR (GO-RNR)
It is assumed that the power used by any network node
can be reset. Thgoal is to place the relay nod&
such that the powerx uniformly assigned to all network
nodes is minimum. Note that this is the standiidMax
objective for topology control except that the standard
problem assumes that all nodes are in fixed positions.
s Throughout this paper for all three versions of the problem,
The Sensor Network with A Node Removed we refer to the position that minimizes the power assigned to
X as theoptimal position to the relay nodeX in that optimal
position as an ®TIMAL ReELAY NoDE (ORN), and to the
Fig. 1. An example network before and after one node failed power assigned tX in that optimal position ap’y.

Ill. SOLVING POINT OPTIMAL RNR

In this section we present a polynomial time algorithm for
solving PO-RNR. Recall that in PO-RNR the power levels of
all original nodes in\/ remain unchanged. In that context, the
goal in PO-RNR is to find an optimal position for the ORN
such that the powery required forX to connect with at least
one node in each connected component is minimized. Figure 2
shows a PO-RNR solution for the network from Figure 1.

e POINT OPTIMAL RNR (PO-RNR) Our approach to solving PO-RNR consists of two stages.
It is assumed that only the power used by the new reldy the first stage we collect a set oéndidate positionsuch
node can be set and that the power levels of all originédat the location for an ORN for PO-RNR is guaranteed to be
nodes are unchanged. Thealis to place the relay node in this set. In the second stage we determine for each element
X such that the powepx required for X to connect of the set, the minimum power assignment, if any, for which
with at least one node in each connected componentaisnode placed at that position will be able to connect with
minimized. at least one node from each connected componef,irand

e LOcALLY OPTIMAL RNR (LO-RNR) then select for the ORN the position with the overall minimum
It is assumed that only the power used by the new relgpwer value.
node and its intended 1-hop neighbors can be reset. Th&key to the algorithm that we provide is determining a
goal is to place the relay nod& such that the power sufficient set of candidate positions that is bounded in, size
px required forX to connect with at least one node irsince potentially any point in the plane is a possible positi
each connected component is minimized when the powler an ORN. To determine that set of candidate points, recall
levels of the neighbors oK are reset (to the minimum that the power levels of the original nodes cannot be changed

N, and a set = {c, s, ..., ¢, } consisting of the connected
components ofA/. RELAY NODE REPLACEMENT for N,
denoted by RNR, seeks a power assignmegntind a location
for a new relay nodeX such that\”’ is connected, wherd/”

is A along with X, and where the power level assignedXo
is minimized. There are three versions of the problem:



It follows that any ORN must lie in an area of the plane th¢
can be "reached” by all of the connected componentsd/of
with the nodes using their original power. To make this notic
precise we have:

Definition 3.1 (Reachable Circle and AreaJthe REACH-
ABLE CIRCLE of a nodez is defined as a circle centerec
at  with radius equal to the communication rangeof z.
Any point within that circle isreachableby z. Note that two
nodesconnectf each is in the reachable circle of the other. A
point at distance from z is on theboundaryof the Reachable
Circle. The REACHABLE AREA of a connected componeat
is the union of the reachable circles of the nodescin

Definition 3.2 (Common Reachable Aredor a setC of point with minimum power among all candidate points that
connected components, theo@MON REACHABLE AREA of pass both of these tests. The complete algorithm is given as
N, denoted as CRA, consists of all pointsn the plane such Algorithm 1.
that z is in the Reachable Area of each connected componenitlhe correctness of Algorithm 1 is easy to see other than the
of NV. issue of whether (or not) the candidate positions colleated

It follows from this definition that an ORN must lie in Step 2 form a sufficient set. Thus, to establish that Algarith
the CRA of the network\/, hence potentially every point inis correct we need only show:
the CRA is a candidate position. Fortunately, we will be able Lemma 3.1:Every ORN for PO-RNR must be in the union
to limit the number of points in the CRA that we consideof the midpoint set, the circumcenter set, and the intei@ect
Toward that end we have the following definitions relative teet.
the network\:

Definition 3.3 (Midpoint Set)The MIDPOINT SET of N
consists of the midpoint of each edgeg, wherex andy are
distinct nodes inV.

Definition 3.4 (Circumcenter Set)fhe QRCUMCENTER
SET of NV consists of the circumcenter point of y, z, where
z, y, z are distinct nodes V. Let p7* be the power assigned t8. By definition of ORN,

Definition 3.5 (Intersection Set)The INTERSECTIONSET under that powerZ is connected with at least one node in
of N is a particular set of points that intersect with theach connected component (with those nodes transmitting at
boundaries of reachable circles. These points are of thibeir original power levels). Further, since the powét is
varieties and all of them are in the Intersection Set. Spadi§i minimum, there must exist at least one edge that requires
(Figure 3): exactly the transmission range associated with Clearly

« An Edge-Intersectionis a point of intersection betweenthat is a longest edge incident éghin N’. Let ZA be such

an edgery and the boundary of the reachable circle on edge, wherd is a neighbor ofZ. Clearly,p4 > p7*. There
x or y, wherez, y are distinct nodes i\ are two cases.
« A Bisector-Intersectioms a point of intersection between 1) Z A is the unique longest edge incident o

X y

Edge-Intersections Bisector-Intersections Circle-Intersections

Fig. 3. Examples for Intersection Set

Proof: Note that it is possible for a point to be in more
than one of the aforementioned sets. That is fine. All that we
claim is that the ORN must be in at least one of them.

We prove the lemma by contradiction. Thus, suppose there
exists an ORNZ which is not in the setl which is the
union of the midpoint, circumcenter, and intersection .sets

the perpendicular bisector of the line segment between
nodesz andy, and the boundary of the reachable circle
of z, wherez, y and z are distinct nodes iV

A Circle-Intersectionis a point that lies on the boundary

Consider moving”Z towards A a distances > 0, such
that ¢ is small enough thatZA continues to be the
longest edge incident o. One possibility for this
movement is that is moved towardsA along the line

of the reachable circle of both or y, wherez, y are
distinct nodes inV.

In the algorithm that we give for solving PO-RNR, the
first stage will collect all of the points in the Midpoint
Set, Circumcenter Set and Intersection Set as the candidate
positions (we will show later that collecting just theseifioss
is sufficient). This stage will also determine for each suaimp
x a power assignment,. In the second stage, the candidate
values are processed one at a time by checking each candidate
value z in two ways. First, we check that lies in the CRA
of M. Second, for each connected componentofve check
that there is at least one nodeof that component where is
reachable fronz, and wherez is within the communication
range ofz (using powerp,). The algorithm then returns the

Z A. This movement along A can occur unles¥ lies

on the boundary of a reachable circle of some other node
B in NV. Note that there can be only one suBlsince if

Z lies on the boundaries of two or more reachable circles
then Z is a circle-intersection, hence ih Thus, if Z

lies on the boundary of the reachable circlef®f then

Z can move along that boundary to a nearer position to
A. The only way such a movement is not possible is if
Z is located at the nearest location4oon the boundary

of B’s reachable circle. But in that cageis located at

an edge-intersection, hence isfin

It follows that Z can be moved closer tal by some

e either by movingZ along the lineZ A or moving Z
along the boundary of3. In either caseZ would be



Input: A network A/ consisting of a seV’ of relay nodes in
the plane, where node; is assigned transmission powgy,

7
20
and the set of connected compone@ts- {ci, ca, ..., ¢, } Of
7 7
N- threshold = 16
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Output: A position for a new relay nodé& and a powep’y

assigned taX such thatX is an optimal relay node (ORN)
for \V.

Steps:

1)

Collect a list CL of candidate positions:

a) For every two nodes, v € V, find themidpointx
of the line segment betweenandv, assignp, =
length(uwv)/2, and addr to the list CL;

b) For every two nodeSu, Vo€ V, find each The Sensor Network: the Local Solution
edge-intersectionz of » and v, assignp, =
mazlength(uzx,vz), and adde to the list CL;

c) For every two nodesu,v € V, find each Fig. 5. An example solution for LO-RNR
circle-intersectionz of v and v, assignp, =
max(p., py), and adde to the list CL;

34

d) For every two nodes,v € V, find eachbisector- a movement is not possible is & lies on the boundary
intersectionz of the perpendicular bisector af of a reachable circle of some other nodeNfi But in
andv, assignp, = length(ux), andz to the list that case” is located at a bisector-intersection, hence is
CL; in I. Analogous to Case 1, a contradiction follows.

e) For every three nodes,v,w < V, Find the prom the two cases, we have that every ORN lies in the union
circumcenterz of w, v and w, assignp. =  of the midpoint, circumcenter, and intersection sets.
length(uz), and addz to the list CL; From the lemma the correctness of the algorithm follows

2) For each point: in CL do, immediately:

a) If CheckPointf) is false, then delete from CL; Theorem 3.1:The position and value returned by Algo-
/* In CheckPointfirst determine ifz is reachable rithm 1 is an ORN for the given instance of PO-RNR.
by at least one node in each connected componeniext we consider the running time of the algorithm.
¢; € C under the original power levels; if so, then  Thegrem 3.2:Algorithm 1 for solving PO-RNR runs in
return true.nc for each; there is a node ¢ ¢  worst case time(nt).
sgch thate is reac“?b"? from and such thatz_ls Proof: In Algorithm 1, step 1 uses tim&(n?) to build
within the communication range of when using the list CL of candidate positions, since there a@én?)
powerp,. */ midpoints, O(n2) edge-intersection pointsQ(n2) circle-

3) Returnpy, the smallest of thep,’s in CL, and the intersection pointsO(n?®) circumcenter points, and)(n?)
corresponding positiok’; bisector-intersection points. Step 2 iterates throughQtwe?)
. , . ositions in CL. For each point considered there, tiohe:

Fig. 4. Algorithm 1 — Algorithm for PO-RNR |F'Js needed to determine if I?he point lies in the CR,?(an)d an
additionalO(n) to check the connectivity of the point. Hence,
step 2 runs in time)(n*). The final step takes the minimum
over the remaining candidate positions and takes tine?).

located at a position where with a power smaller thahhe algorithm running time of(n*) follows. |
p*, the node can communicate (in both directions) with
at least one node in each connected component. This is IV. SOLVING LOCALLY OPTIMAL RNR
a contradiction.
2) Z A is not the unique longest edge incidentAo In this section, we present two polynomial time algorithms

In this case, sinceZ is not in I, it cannot be in the for solving LO-RNR. Recall that the goal in LO-RNR is to
circumcenter set. It follows that there is exactly onéind an optimal position for the ORN such that the power
other edge, say B, with edge length equal to thatpx required forX to connect with at least one node in each
of ZA. Similarly to case 1, consider moving along connected component is minimized when the power levels of
the perpendicular bisector of B towards the midpoint the neighbors ofX" are reset (to the minimum power required
of AB by a small distancee > 0, such thate is to connect with bothX and their original neighbors inV).
small enough thatAZ and BZ continue to be the Figure 5 shows a LO-RNR solution for the network from
longest edges incident t@. The only way that such Figure 1.



A. A Basic Algorithm for LO-RNR Input: A network A/ consisting of a set’ of relay nodes in

Recall that our approach to solve PO-RNR was to firfi€ plane, where node; is assigned transmission powg,
construct a sufficient set of candidate positions, then veegd and the set of connected compone@its= {c1, ¢z, ..., ¢, } of
those that were not in the CRA or not able to connect to eveM-

connected component with the assigned power, and eve;ntuejlutput: A position for a new relay nod& and a powep?

select the ORN from the remaining set of candidate posilio%signed taX such thatX is an optimal relay node (ORN)
We will use a similar approach for solving LO-RNR. The keyy: A7 |n addition, for each neighbor of X, a reset power
difference in LO-RNR as compared with PO-RNR is that aﬁssignmenpm.

of the power levels of neighbor nodes of the ORN can be
changed in LO-RNR. As a result, it turns out that there Bt€ps:
no need to consider issues related to the CRA. On the otheil) Collect a list CL of candidate positions:

hand, the algorithm needs to adjust the power levels for all a) For every two nodes, v € V, find the midpointz

neighbors of the ORN. of the line segment betweeanandv, assignp, =
Given the network\, our algorithm for LO-RNR again length(uv)/2, and add x to the list CL;

works in two stages. In the first, it collects all midpointslan b) For every three nodes,v,w € V, Find the

circumcenter points as a sufficient set of candidate positio circumcenterz of u, v and w, assignp, =

(we will show later that this is so). The algorithm then check length(uz), and addr to the list CL;

the connectivity for each point in the set, deletes from the 2) For each point: in CL do,
set those can not reach all of the connected components in
N using the assigned power, and selects from the remaining
set the one with minimum assigned power as the ORN.
In addition, the algorithm adjusts the power used by the
ORN's neighbors to the minimum power so that they can
communicate with the ORN and with their neighborsAf
The complete algorithm is given as Algorithm 2.

To establish the correctness of Algorithm 2, we begin with

a) If CheckConnect() is false, then delete: from
CL;
/* CheckConnecteturns true if for eacle; there
is a nodez € ¢; such thatz is within the
communication range af when using powep,.
Note that the powers assigned to the nodes other
thanz are irrelevant here.*/

the following lemma. 3) Find p%¢, the smallest of thep,’s in CL, and the
Lemma 4.1:Every ORN for LO-RNR must lie on a per- corresponding positior ;
pendicular bisector. 4) For each neighbor of X do,
Proof: By way of contradiction, suppose there exists a a) Adjust the power ofz to the minimum value
Z which lies in an optimal position but does not lie on a p7* such thatz can communicate with all of its
perpendicular bisector. Suppogel is a longest edge over all neighbors (includingX’) underp?*
edges incident or¥, where A is a neighbor ofZ. 5) Returnp’} and eactp?’, along with the position ofX;
SinceZ does not lie on a perpendicular bisectdrd must
be the unique longest edge. Thidsl is longer than any other Fig. 6. Algorithm 2 — Basic Algorithm for LO-RNR

edge incident orZ. Consider movingZ toward A by a small
distancee > 0, such thate is small enough to kee@g A as
the longest among all edges t6. Since no connectivities

are broken by this movement, note thatis relocated 10 a o hower levels ofZ’s neighbors are less than. Similarly,
position with smaller longest edge (hence smaller assigned .\, e~ along the perpendicular bisector df3 towards
power) and still connects with at least one node in evefy, midpoint of AB by a small distance > 0, such that is
connected component. This is a contradiction and the lemiga | enough to kee@f A and Z B as the longest ones among
follows. _ B all other edges incident of. By doing this, we can find a
Using Lemma 4.1, we have the following: better position tharZ, which leads to a contradiction. Thus,

Lemma 4.2:Every ORN is in either the midpoint set or thethe optimal position must be in either the midpoint set or the

circumcenter set. .
. . circumcenter set. [ |
Proof: We have proved that the optimal placement point

of X must lie on a perpendicular bisector. Now we only need Using the above lemma it follows easily that:
to show that if it is not a midpoint of an edge, it must be a Theorem 4.1:The position and value returned by Algo-
circumcenter point of some three (or more) nodes, i.e. thaighm 2 is an ORN for the given instance of LO-RNR.
must be, at least, three vertices reachableXbwith the same
power level. - -

- . : rithm for PO-RNR, we have the following theorem. The proof

By way of contradiction, suppose there exist&Zawhich . . . .

: . o . o is omitted due to space considerations.
is neither a midpoint nor a circumcenter point, i.e. there ar . . .
only two nodes, sayi, B, which are reachable by with the =~ Theorem 4.2:Algi)r|thm 2 for solving LO-RNR runs in
same powep, andZ is not the midpoint ofAB. Thus all of Worst case time)(n*).

Similarly to the analysis of the running time of our algo-



B. A Faster Algorithm for LO-RNR Input: An instanceN of sensor network, consisting of a set

In this subsection, we take a closer look at Algorithm ¥ of nodes in the plane, each of which associated with a
in order to achieve an improved running time. We begitf@nsmission powep;, and a set of connected components
by noting that the key to Algorithm 2 is to colle@®(n®) €= {er 2,50} OF V.

candidate positions and check the connectivity of eacttipasi Output: A position for a new relay nod& and a powep™?

using thg assigned power. Aljd,_ the step that dominjates %igned taX such thatX is an optimal relay node (ORN)
running time of Algorithm 2 is independently checking thgy, Ar | addition, for each neighbor of X, a reset power
connectivity for those candidate positions. Since thatkimg assignmenp?”.

requires timeO(n) per position, that checking in total takes
time O(n*). Note however that all that is really required is tha®teps:
the ORN be included as one of these positions. This suggestd) For each pair of distinct nodegv € V do,

that we gather aritical set .S from the sufficient candidate Let = be the midpoint of the perpendicular bisector
set and simply search withi§' for the optimal one. From of w andv;
Lemma 4.1 we know that we need only consider candidate If = is a connectable midpoint, then assign =
positions that lie on perpendicular bisectors. Since ttaeee length(uv)/2, and addz to the listS;
O(n?) perpendicular bisectors, and on each bisector there are If z is not a connectable midpoint, then
O(n) circumcenter points, the basic algorithm for LO-RNR i) Collect each circumcenter point of u,v and
considersO(n?) points. Below we will show how to reduce any other node if/, assignp, = length(uy)
the number of points that need to be considered. Toward that as its power level, and place those points in a
end we begin with a definition. list CL:

Definition 4.1 (Optimal Connectable PointA midpoint « i) Sort the nodes inC'L according to their as-
of nodesu, v is a CONNECTABLE MIDPOINT if 2 can connect signed power;
with at least one node in each connected component with a iiiy Using binary search, find an OCP from the
power levelp, = length(uz). We call a circumcenter point nodes inCL, if one exists and add it to the
of nodesu, v, w a CONNECTABLE CIRCUMCENTERIif it can list S

connect with at least one node in each connected compone
with a power levelp, = length(uz). An OPTIMAL CON-
NECTABLE POINT (OCP) of a perpendicular bisector is either
the connectable midpoint or, if there is no such connectabl
midpoint on the bisector, the connectable circumcenterasta o ) , .
to the midpoint among all circumcenter points on the bisecto pZ* such thatz can communicate with all of its
Our algorithm constructs a critical set by selecting an OCP neighbors (includingX) underp’®

on each perpendicular bisector. To make that selection, the?) Returnp’y and eachp?" along with the position ofX’;
algorithm checks whether there exists a connectable midlpoi
If so that is the OCP that we seek; otherwise the algorithm
gathers all circumcenter points that lie on the bisectortsso
those points according to their assigned power, and thes find

the OCP by using binary search. After building the criticzl s so that the resulting network™ is connected. Figure 8 shows
the algorithm selects the OCP with the least assigned pasvera-y nNR solution for the network from Figure 1

the ORN. Finally, as in the basic algorithm for LO-RNR, the . . . .
powers used by the ORN's neighbors are adjusted so that th?‘}}?ey to GO-RNR is that in _contrgst o .LO RNR in Wh'ch
: . LT . ory the new relay node and its neighboring nodes can adjust
can communicate with the ORN and their original neighbors. .
The complete algorithm is given as Algorithm 3. power levels, GQ-RNR allows all nodes to adjugt power levels
Proofs of the following are omitted due to space constraintvélhl_en the 2?’_\:5'5 adgeRdNtcf) thg geév'v\loRrk. For;h|§ Wr? ha\{e.
Theorem 4.3:The position and value returned by Algo- emma 5. 1.Every or 50- must be in the union

rithm 3 is an ORN for the given instance of LO-RNR. of the mld.pow.lt §et and the circumcenter set. . .
Theorem 4.4:Algorithm 3 for solving LO-RNR runs in The proof is similar to that used for Lemma 4.2 and is omitted

rE) Find p%¢, the smallest of the,'s in S, and the corre-
sponding positionX;

e3) For each neighbaor of X do,

a) Adjust the power ofz to the minimum value

Fig. 7. Algorithm 3 — Faster Algorithm for LO-RNR

worst case time)(n? log n). here due to space c:onsiderationsj .
Based on this lemma, our algorithm for GO-RNR works in
V. SOLVING GLOBALLY OPTIMAL RNR two stages. In the first stage, a list of candidate positisns i

In this section, we provide an algorithm for the thircconstructed based on the above lemma. In the second stage,
relay node replacement problem, namely Globally Optimédr each candidate position in CL, the algorithm of [12] is
Relay Node Replacement. Recall that in GO-RNR the poweam on the resulting network to determine a MinMax solution.
assignments to all network nodes can be reset and that the gdee algorithm selects the position for the ORN as a candidate
is to find an optimal position for the ORN such that the position that yields the smallest of these MinMax solutions
power uniformly assigned to all network nodes is minimurithe complete algorithm for GO-RNR is given in Algorithm 4.
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Fig. 8. An example solution for GO-RNR

Input: A network A/ consisting of a seV’ of relay nodes in
the plane, where node; is assigned transmission powgy,

and the set of connected componefits {ci,cs, ..., ¢, } Of

N.

Output: A position for a new relay nod&( and a powep’y
uniformly assigned to all network nodes such thatis an
optimal relay node (ORN) faV.

Steps:
1) Collect a list CL of candidate positions:

a) For every two nodes,v € V, find the midpoint
x of the line segment betweenandv, and addr
to the list CL;

b) For every three nodes,v,w € V, find the
circumcenterx of u, v and w, and addz to the
list CL;

2) For each point: in CL do,

a) Letp, = GetMinMax(), and associatg, with the
corresponding: in the list CL;
I* In GetMinMax first construct a network\”’
which is A/ along withz, and then apply the Min-
Max topology control algorithm of [12] to return

the MinMax power which is uniformly assigned to

any node such that” is connected. */

3) Returnp®, the smallest of thep,’'s in CL, and the
corresponding positiotX ;

Fig. 9. Algorithm 4 — Algorithm for GO-RNR

The correctness of this algorithm follows from Lemma 5.

and the above discussion. Thus we have:

Theorem 5.1:The position and value returned by Algo-

rithm 4 is an ORN for the given instance of GO-RNR.
Further we have:
Theorem 5.2:Algorithm 4 runs in timeO(n® logn).

Proof: Constructing the list CL in step 1 takes tirogn?)
since there are)(n?) circumcenter points and(n?) mid-
points. Step 2 invokes the algorithm of [12] for each cantdida
position. Since that algorithm runs in tim@(n? logn), the
step in total requires tim@(n° log n). Finally, determining the
candidate position that produces the smallest MinMax value
is O(n?). The overall running time of)(n° logn) follows. W

VI. OPENPROBLEMS

Since these are the first theoretical results for relay node
replacement, there are a variety of future research dinesti
Most obvious are to improve the running times of the algo-
rithms for each of the three versions of the problem; extendi
the problems and solutions to the replacement of multiple
nodes; expanding the ideas toobile networks; comparing
the quality of PO-RNR and LO-RNR solutions; and, using
simulations to study the lifetime improvement versus the 2-
connected approach.

Disclaimer: The views and conclusions contained in this
document are those of the authors and should not be inter-
preted as representing the official policies, either exqaés
or implied, of the Army Research Laboratory or the U.S.
Government.

REFERENCES

[1] W. Chen and N. Huang, “The strongly connecting problemrmasitihop
packet radio networks”]JEEE Trans. Communication37(3):293-295,
March 1989.

X. Cheng, B. Narahari, R. Simha, M. X. Cheng and D. Liu,rt8ig min-
imum energy topology in wireless sensor networks: NP-cetepess
and heuristics”]JEEE Transactions on Mobile Computing(3):248-256,
July-Sept. 2003

G. Calinescu and P.-J. Wan, “Range assignment for higimectivity in
wireless ad hoc networks'Proc. International Conference on Ad hoc
and Wireless Networkpp. 235-246, 2003.

P. Floreen, P. Kaski, J. Kohonen and P. Orponen, “Lifetimmaximization
for multicasting in energy-constrained wireless netwrk8EE Journal
on Selected Areas in Communicatip28(1):117- 126, January 2005.
G. Gupta and M. Younis, “Fault-Tolerant clustering ofraless sensor
networks”, Proc. of IEEE WCNC’2003pp. 1579-1584, 2003.

G. Gupta and M. Younis, “Load-Balanced Clustering in ¥léiss Sensor
Networks”, Proc. of IEEE ICC’2003 pp. 1848-1852, 2003.

Bin Hao, Jian Tang and Guoliang Xue, “Fault-tolerantagelnode
placement in wireless sensor networks: formulation andaamation”,
High Performance Switching and Routing (HPSR 20@}). 246-250,
2004.

C. Jaikaeo and C.-C. Shen, “Adaptive Backbone-basedidast for Ad
hoc Networks”,Proc. of IEEE International Conference on Communi-
cations (ICC 2002)April 2002, 7 pages.

L. M. Kirousis, E. Kranakis, D. Krizanc and A. Pelc, “Pomeonsump-
tion in packet radio networks'Rroc. of 14th Symposium on Theoretical
Aspects of Computer SciendeNCS(1200):363-374, 1997.

E. L. Lloyd, R. Liu, M. V. Marathe, R. Ramanathan and S.Ravi,
“Algorithmic aspects of topology control problems for acchwetworks”,
Mobile Networks and Applications (MONET)0(1-2):19-34, February-
April 2005. (An earlier version appeared in MobiHoc 2002.)

T. S. RappaportWireless Communications: Principles and Practice
Prentice-Hall, Inc. Englewood Cliffs, NJ, 1996.

R. Ramanathan and R. Rosales-Hain, “Topology ContfoMaltihop
Wireless networks Using Transmit Power AdjustmerRtpc. of IEEE
INFOCOM 2000 Tel Aviv, Israel, pp. 404-413, March 2000.

L. Zhao, E. L. Lloyd and S. S. Ravi, “Topology Control f&imple
Mobile Networks”, Proc. of IEEE GLOBECOM, November 2006, 6
pages.

L. Zhao and E. L. Lloyd, “The Impact of Clustering in Dituted Topol-
ogy Control”, Proc. of International Conference on Communications in
Computing (CIC'06) pp. 21-27, June 2006.

(2]

(3]

(4]

(5]

(6]

(7]

(8]

El

[10]

[11]

(12]
1

[13]

[14]



