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ABSTRACT
There has been extensive research focused on maximizing
the throughput of wireless networks in general and mesh
networks in particular. Recently, techniques have been de-
veloped that reliably compute the maximum throughput of
mesh networks. However, different approaches to through-
put optimization make different assumptions on the physical
layer’s abilities. These assumptions are encapsulated in the
communication model. This paper defines and compares
a number of communication models, and proposes a gen-
eral SINR Protocol Model which can apply the graph-based
computation techniques and quite accurately represent the
interference. Even ignoring the multi-conflicts, the perfor-
mance of computed schedule from SINR Protocol Model is
close to the theoretical throughput when applied to a realis-
tic physical layer. Moreover, when techniques to correct the
multi-conflicts are used, the actual performance is no worse
than the theoretical performance.
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By providing connectivity to mobile users, mesh networks
are poised to become a major extension of the Internet.
More than 300 cities and towns have plans to deploy mesh
networks, and several dozen cities have already deployed
mesh networks. Some deployments have been in larger cities
such as Corpus Christi’s 147 sq. mile deployment. These
mesh networks are meant to enhance city and emergency
services communication as well as to provide city-wide, low-
cost, ubiquitous Internet access for residents and visitors.
Such networks promise to bring dramatic changes to data
accessibility and hence have a major impact on society.
Coverage and throughput are two critical problems facing

urban mesh networks. The throughput of wireless networks
has been the focus of extensive research (e.g., [6, 7, 3, 4]).
However, significant progress has been made in computing
the throughput of urban mesh networks. Specifically, in [2],
a computational strategy was developed that has been found
to either compute the exact throughput or provide an esti-
mate that is within 5% of the actual throughput. With these
computational techniques, it is now possible to investigate
the optimal throughput of realistic urban mesh networks.
The research efforts focused on throughput maximization

model the communication in a wide variety of ways. These
techniques are widely divided into two classes, namely pro-
tocol communication models and physical communication
models. This paper examines a number of different com-
munication models. In the physical models, the data rate
depends on the SINR, and the interference can be from mul-
tiple sources. One drawback of such models is that they do
not easily lend themselves to representations as a graph. The
protocol models are an alternative class of models that does
allow graph-based analysis of communication and through-
put algorithms. For this reason, the protocol model is widely
used. However, the traditional protocol models, such as
Node Exclusive, 2-hop Node Exclusive and Sensing, have
the drawback that they do not accurately model interfer-
ence and can not deal with the interference from multiple
sources. Thus, a general SINR protocol model is proposed
to more accurately represent the interference.
Although a high theoretical throughput is provided, it is

found that the traditional protocol models, such as Node
Exclusive, 2-hop Node Exclusive and Sensing, result in very
low actual throughput when applied to a realistic physical
model. However, even interference from multiple sources is
neglected, the SINR protocol model exhibits good through-
put when applied to a physical model. If the techniques to
correct multi-conflicts, including adding multi-conflicts con-
straints and adjusting the link bit rate, are applied, then the
final scheduling is feasible and the actual throughput is no



worse than the theoretical one.
Furthermore, if we adjust the link bit rate for the optimal

schedule found from SINR model, it is not necessary to fix
the multi-conflicts by adding multi-conflicts constraints. In
other word, if we adjust the link bit rate for the optimal
schedule, we can ignore the multi-conflicts when we compute
the optimal schedule. The multi-conflicts in the optimal
schedule are removed by just adjusting the link bit rate,
and the actual performance no worse than the theoretical
one and in some cases, can be considerably higher.
The paper is organized as follows. The precise definitions

of the models are provided in Section 2. Then, the tech-
niques to compute the optimal schedule for protocol models
are explored in Section 3. Moreover, techniques to correct
interference from multiple sources are developed for SINR
model in Section 3.4. Finally, the performance of the proto-
col models is examined in Section 4.

2. COMMUNICATION MODELS
The throughput of a network depends on the capabilities

of the MAC and physical layer. However, including a de-
tailed model of communication can complicate the develop-
ment and analysis of computation schemes. Hence, simplifi-
cations are often made. The communication models found in
the literature can be divided into two classes, namely pro-
tocol communication models and physical communication
models.

2.1 Physical Communication Models

2.1.1 Without ACKs
Today’s physical layers, such as 802.11a/b/g support a set

of modulation and coding schemes. Each scheme coincides
with a particular relationship between SNR and bit-error
probability where the impacts of delay spread and Doppler
spread are ignored. We assume thatM modulation schemes
provide bit-rates BR (1), BR (2) , · · · , BR (M). The proba-
bility of successful packet transmission with the mth modu-
lation scheme is denoted PSPZ (m,SINR), where the sub-
script Z denotes the packet size.
Hence, if links a, b, · · · , c are transmitting, then the prob-

ability of successful transmission of a packet of length Z
across link x with modulation scheme m is denoted PSPZ

m,SINRt,r
a,b,...c, (x) , where

SINRt,r
a,b,...,c (x) :=

Ht,r
x,x

Ht,r
a,x +Ht,r

b,x + · · ·+Ht,r
c,x +NOISE

,

where NOISE is the noise power and Ht,r
x,x is the normal-

ized channel gain across link x. That is Ht,r
x,x is the signal

strength at the receiver of link x due to the data transmis-
sion by the transmitter of link x. Similarly, Ht,r

a,x is the signal
strength at the receiver of link x due to data transmissions
by the transmitter of link a. Note that the transmission
power is embedded into Ht,r

a,x. Thus, if the channel gain from
the transmitter of link a to the receiver of link x is ha,x, and
link a transmits with power pa, then Ht,r

a,x = ha,xpa. If a
link can transmit at different powers, we represent that link
are multiple distinct links between the same transmitter and
receiver. By convention, Ht,r

x,y = ∞ if x’s transmitter is y’s
receiver. Hence, in this case, if data is transmitted across
link x, then it is not possible to receive any data transmitted
across link y.
Here it is assumed that ACKs are not used. Rather, the

modulation scheme is selected so that the successful data

rate is maximized. The resulting data rate when links a, b, ..,
and c are also transmitting is denote by RNoACKs

a,b,...,c (x) and
is given by

RNoACKs
a,b,..,.c (x) = max

m

Z × 8
Z×8

BR(m)
+ FOH

×PSPZ m,SINRt,r
a,b,...,c (x)

where FOH is fixed overhead that represents time spacings
such as SIFS and radio synchronization.

With Unsynchronized ACKs.
If ACKs are used, the average number of transmissions un-

til the data is successfully delivered across the link is 1/PSP .
Thus, the effective data rate is approximately BR × PSP
where it is assumed that exponential back-off is disabled.
We consider two ways to ACK packets. In the first case,
it is assumed that the ACK is transmitted just after the
data packet is transmitted. This scheme is nearly the same
as 802.11. One important difference between this case and
802.11 is that carrier sensing, RTS and CTS are not used.
In this case, ACKs can be transmitted at any time; hence
interference is due to both data and ACK transmissions.
Thus, the SINR at the receiver of link x is

SINRt,r,USAck
a,b,...,c (x) =

Ht,r
x,x

max Ht,r
a,x,H

r,r
a,x + ...+max Ht,r

c,x,H
r,r
c,x +NOISE

where Hr,r
a,x is the signal strength at the receiver of link

x due to an ACK transmission by the receiver of link a.
Since a link cannot simultaneously transmit data and ACKs,
max Ht,r

a,x,H
r,r
a,x is the worst case interference due to the

data or ACK transmission across link a.
Similarly, the SINR experienced when receiving the ACK

packets is

SINRr,t,USAck
a,b,...,c (x) =

Hr,t
x,x

max Ht,t
a,x,H

r,t
a,x + ...+max Ht,t

c,x,H
r,t
c,x +NOISE

where Ht,t
a,x and Hr,t

a,x are the signal strengths at the trans-
mitter of link x due to the data transmission and the ACK
transmission by link a respectively.
Finally, if unsynchronized ACKs are used, links a, b, ...,

and c are transmitting, and the data packets are size Z, then
the effective data rate across link x is

RUSAck
a,b,...,c (x) = max

m,n

Z × 8
Z×8

BR(m)
+ 14×8

BR(n)
+ 2FOH

(1)

×PSPZ m,SINRt,r,USAck
a,b,...c (x)

×PSP14 n, SINRr,t,USAck
a,b,...c (x)

where it is assumed that ACKs have 14 B, as is the case
in 802.11. Closely related schemes to select the modulation
fix the ACK modulation scheme to be the slowest bit-rate
(i.e., n = 1) or to require the data and ACK to sue the same
bit-rate (i.e., m = n).

With Synchronized ACKs.
In the previous case, ACKs may interfere with data trans-

missions and vice versa. This interference can be eliminated



if the ACK transmissions are synchronized. Specifically, we
define

SINRt,r,SA
a,b,...,c (x) =

Ht,r
x,x

Ht,r
a,x +Ht,r

b,x + ...+Ht,r
c,x +NOISE

and

SINRr,t,SA
a,b,...,c (x) =

Hr,t
x,x

Hr,t
a,x +Hr,t

b,x + ...+Hr,t
c,x +NOISE

.

Then the maximum data rate across link x

RSA
a,b,...,c (x) = max

m,n

Z × 8
Z×8

BR(m) +
14×8
BR(n) + 2FOH

×PSPZ m,SINRt,r,SA
a,b,...c (x)

×PSP14 n, SINRr,t,SA
a,b,...c (x) .

Note that while 802.11 uses ACKs, it is difficult to syn-
chronize them in practice. Nonetheless, the model is in-
cluded in our study in order to understand the impact of
interference induced by ACKs.

2.2 Protocol Communication Models
In the above models, the data rate depends on the SINR,

and the interference can be from multiple sources. One
drawback of such models is that they do not easily lend
themselves to representations as a graph. The protocol
models are an alternative class of models that does allow
graph-based analysis of communication and throughput al-
gorithms. For this reason, the protocol model is widely used.
The drawback of this model is that it does not accurately
model interference.
Four types of protocol models are considered. In all cases,

it is assumed that transmissions across a link can only oc-
cur if no transmission is occurring across any other links in a
specific set of links. These links are referred to as the set of
conflicting neighbors of the link. It is further assumed that
a link can transmit at its full data rate if none of its con-
flicting neighbors are transmitting, where the full data rate
is the achievable data rate if no link in the entire network is
transmitting. On the other hand, if any link within its set
of conflicting neighbors is transmitting, no transmission is
possible. The difference between the various Protocol Com-
munication Models is the set of conflicting neighbors and
the full data rate.

2.2.1 Node Exclusive Model
The Node Exclusive Model is the simplest communication

model. In this case, a link cannot transmit only if the trans-
mitter or receiver is also involved in a transmission. Since
Ht,r
x,y = ∞ implies that the transmitter of link x is the re-

ceiver of link y, the set of conflicting neighbors in this case
is

χNodeX (x) := y
Ht,r
y,x =∞, Hr,t

y,x =∞,
Ht,t
y,x =∞, Hr,r

y,x =∞
.

It is assumed that if data transmissions are successfully re-
ceived, then the receiver transmits an ACK, which must be
correctly received in order to complete the data delivery.
Thus, the (theoretical) effective data rate across link x is

R∅ (x) = max
m,n

Z × 8
Z×8

BR(m) +
14×8
BR(n) + 2FOH

(2)

×PSPZ m,SNRt,r
∅ (x) PSP14 n, SNRr,t

∅ (x) ,

where SNRt,r
∅ (x) := Ht,r

x,x/NOISE and SNRr,t
∅ (x) :=

Hr,t
x,x/NOISE, and we assume that the ACK is 14 B. It is

important to note that this data rate neglects interference
and hence might not be achieved in practice.
Therefore, the data rate of link x is

RNodeX
a,b,...,c (x) =

R∅ (x) if a, b, ..c /∈ χNodeX (x)
0 otherwise

,

where R∅ (x) is given in (2).

2.2.2 Two-Hop Node Exclusive Model
The Node Exclusive Model ignores transmissions by nearby

nodes. Consequently, this model greatly overestimates the
physical layer’s ability to withstand interference. This model
can be made less optimistic by considering interference from
transmissions that are "two hops" away either the trans-
mitter or receiver. The definition of a hop is problematic.
Specifically, even if the channel is quite poor and hence, the
probability of successful transmission is near to, but greater
than zero, if ACKs are used, then eventually a packet will
be delivered, establishing a communication link. One ap-
proach is to define that nodes are one hop apart if the route
forwards packet directly between the nodes. Thus, define
N (ν) to be the set of nodes that node v transmits packet to
or receives packets from. Define vt (x) and vr (x) to be the
transmitter and receiver of link x, respectively. Then, the
set of conflicting neighbors and the data rate of link x are

χ2Hop (x) := {y|
(N (νt (x)) ∪N (νr (x))) ∩ (N (νt (y)) ∪N (νr (y))) 6= ∅} ,

and

R2Hop
a,b,...,c (x) =

R∅ (x) if a, b, ..., c ∈ χ2Hop (x)
0 otherwise

.

2.2.3 The Sensing Communication Model
The sensing protocol model is perhaps the most widely

examined communication model. In this case, a transmis-
sion across a link between nodes A and B cannot occur if
there is some node C that is also transmitting where the re-
ceived signal strength of C’s transmission at either node A
or B is above the Channel Sensing Threshold. This model
is motivated by 802.11. In 802.11 a node will only trans-
mit if the channel is idle just before transmission. More
specifically, the node will only transmit if the received sig-
nal strength of the aggregate of all other node’s transmis-
sions is below the Channel Sensing Threshold. Furthermore,
since 802.11 uses either RTS-CTS-Data-ACK or Data-ACK,
transmissions are two-way. Thus, in order for a transmis-
sion to occur, both the receiver and the transmitter must
find the channel to be idle before transmissions.
The set of conflicting neighbors of link x is denoted χSense (x)

and is given by

χSense (x) :=⎧⎪⎨⎪⎩y

Ht,r
y,x > Channel Sensing Threshold,

Hr,t
y,x > Channel Sensing Threshold,

Ht,t
y,x > Channel Sensing Threshold, or

Hr,r
y,x > Channel Sensing Threshold,

⎫⎪⎬⎪⎭ .

This model can be interpreted in a slightly different way
based on the Interference Range. In this model, a transmis-
sion across a link x will fail if link y is transmitting where
Ht,r
y,x >Interference Range. Since transmissions are bidirec-

tional, this Interference Range model is the same as the



Sensing Communication Model, but the Channel Sensing
Threshold is replaced with the Interference Range.
The data rate of link x is

RSense
a,b,...,c (x) =

R∅ (x) if a, b, ..., c ∈ χSense (x)
0 otherwise

.

2.2.4 SINR Protocol Model
The Sensing Protocol Model simplifies 802.11 by assuming

that a transmission cannot occur from A to B if the received
signal strength from any single node’s transmission exceeds
the Channel Sensing Threshold at either node A or B, and
transmission will successfully occur at full rate otherwise.
Thus, two simplifications are made.

1. The Sensing Protocol Model neglects the aggregate of
the interference from multiple nodes transmitting.

2. The Sensing Protocol Model assumes that if the in-
terfering signal strength is below particular Channel
Sensing Threshold, then transmission at the full rate
is possible.

This second simplification results from defining a single
Channel Sensing Threshold for all links, where better per-
formance would likely be achieved when such a parameter
is determined on a per link basis. One alternative is to de-
fine that links are not in conflict if SINR at each receiver
is above some threshold.
SINR protocol model is the protocol version of the physi-

cal model. Here, we provide a protocol version of the With
Unsynchronized ACKs physical model in details. The With-
out ACKs and With Synchronized ACKs versions can be
derived similarly.

With Unsynchronized ACKs.
Let Tdata(x) and TACK(x) be the minimum allowable SINR

the data transmissions and ACK transmissions. While there
are many ways to set these thresholds, we set them via

PSPZ(m (x) , Tdata(x)) = PSPZ(m (x) , SNR (x))× 0.99
PSP14(n (x) ,TACK (x)) = PSP14(n (x) , SNR (x))× 0.99,

wherem (x) and n (x) are the modulation schemes that solve
(1), or the other schemes described just after (1) that restrict
m = n or n = 1. These modulation selection schemes are
named as OptDataAck, SameAck and MinAck, respectively.
The set of conflicting neighbors is

χSINR (x) :=⎧⎪⎪⎨⎪⎪⎩y

SINRt,r,USAck
y (x) < Tdata (x)

SINRr,t,USAck
y (x) < TACK (x)

SINRt,r,USAck
x (y) < Tdata (y) , or

SINRr,t,USAck
x (y) < TACK (y)

⎫⎪⎪⎬⎪⎪⎭ .

Note that Section 2.1.1 describes three ways to select the
ACK rate (i.e., setting n = 1, n = m or optimizing over
both m and n). While selecting different ACK rates will
not result in a significant change in the effective data rate, it
will change the value of TACK (x), which may greatly impact
χSINR (x) and hence have a significant impact on spatial
multiplexing.

3. THROUGHPUT OPTIMIZATION

Algorithm 1 Computing an Optimal Schedule
1: Select an initial set of assignments V (0), set k = 0.
2: Solve (5) for V = V(k) and compute µ(k) and λ(k), the
Lagrange multipliers associated with constraints (5a)
and (5b), respectively.

3: Search for an assignment v+ /∈ V(k) such that
L

x=1

µx (k)R v+, x > λ(k). (3)

4: if such an assignment is found then
set V (k + 1) = V (k) ∪ v+, set k = k + 1, and go to
Step 2.

5: else
if no such assignment exists, then stop, the optimal
schedule has been found.

6: end if

3.1 System Model and Problem Formulation
Let φ denote a particular connection, with Φ denoting the

set of all such connections. The data rate along connection
φ is denoted by fφ and the path followed by connection φ
is denoted by P (φ), that is, P (φ) is the set of links used
by connection φ, and the total data rate sent over link x is

{(φ)|x∈P (φ) } fφ, where {(φ) |x ∈ P (φ)} is the set of flows
that cross link x. All links are directional.
We define an assignment to be a vector v = v1 · · · vL ,

where there are L links in the network and where vx ∈ {0, 1}
with vx = 1 implying that link x is transmitting during as-
signment v. The set of considered assignments is denoted
by V, while the set of all assignments is denoted V. Since
vx ∈ {0, 1}, V contains 2L assignments. The size of V is the
main challenging facing throughput maximization. Thus,
typically, V $V.
The data rate across link x during assignment v is denoted

by R (v, x). In general, R (v, x) is a complicated function.
However, here a simple binary relationship is used to define
R (v, x). Specifically,

R (v, x) =
Rx if vy = 0 for all y ∈ χ (x)
0 otherwise, (4)

where χ (x) is a set of links that conflict with x, i.e., y ∈ χ (x)
if simultaneous transmissions over x and y are not possible.
Rx is the nominal data rate over link x. Note that this defin-
ition of R (v, x) neglects the possibility of transmission errors
due to the aggregate interference from several links not in
χ (x). The techniques to correct the aggregate interference
is discussed in section 3.4.
The set of conflicting links, χ (x), depends on the com-

munication model. It is assumed that all channel gains are
constant. Since the focus of this paper is on the communi-
cation over the mesh infrastructure (which is not moving),
such an assumption is reasonable.
A schedule is a convex combination of assignments. Specif-

ically, a schedule is a set {αv : v ∈ V} where v∈V αv ≤ 1
and αv ≥ 0. With this notation, the total data rate that the
schedule α provides over link x is v∈V αvRxvx. Finally,



the throughput optimization problem is

max
α,f ,F

F

subject to:

F ≤ fφ for all φ ∈ Φ

{φ|x∈P (φ) }

fφ ≤
v∈V

αvR (v, x) for each link x (5a)

v∈V
αv ≤ 1 (5b)

0 ≤ αv for each v ∈ V, (5c)

where f is the vector of flow rates.
As mentioned, the challenge in solving this problem is that

optimality can be achieved if V =V, but V has 2L elements.
Alternatively, the set V can be constructed iteratively fol-
lowing Algorithm 1, which was presented in [2] to circum-
vent this problem of dimensionality. It can be proved that
Algorithm 1 will converge to the optimal solution.

3.2 Searching for New Assignments
3.2.1 MWIS

The search for a new assignment required in Step 3 of
Algorithm 1 can be accomplished by solving

max
v

L

x=1

R (v, x)µx, (6)

where µx is the Lagrange multiplier associated with con-
straint (5a). As will be shown next, solving this maximiza-
tion is equivalent to finding the maximum weighted inde-
pendent set of the weighted conflict graph.
A wireless network induces a conflict graph as follows.

Each link in the network induces a vertex in the conflict
graph. Thus, a link x in the network is associated with a
vertex in the conflict graph; this vertex is denoted with x,
where whether x refers to a link in the network or a vertex in
the conflict graph is clear from the context. There is an edge
between vertices x and y if y ∈ χ (x), where x and links in
χ (x) cannot simultaneously transmit. The weighted conflict
graph is constructed by assigning the weight Rxµx to vertex
x, where Rx is the nominal data rate across link x.
An independent set (or stable set) of a graph is a set

of vertices where no two vertices in the set are neighbors.
Thus, an independent set of the conflict graph is a set of
links that are not in conflict and hence, are able to trans-
mit simultaneously. Letting I be an independent set, the
weight of I is the sum of the weights of the vertices in I, i.e.,

x∈I Rxµx. Since I is an independent set, x∈I Rxµx =
L
x=1R (v (I) , x)µx. Thus, solving (6) is equivalent to find-

ing the maximum weighted independent set. The practical
computational complexity of solving the MWIS problem is
investigated in [8].

3.2.2 Exact Algorithm for MWIS
A useful way to compute the MWIS is to use Integer Lin-

ear Programming (ILP). Specifically, the MWIS problem
can be written as

max
v

Rxµxνx (7)

such that: vx + νy ≤ 1 if y ∈ X (x) (8)

vx ∈ {0, 1} .

Note that since vx ∈ {0, 1}, this problem can also be solved
with binary programming.
However, in large networks, there are many constraints

(8). The computation time can be dramatically improved
if clique decomposition is used. Specifically, a set of cliques
{Qi, i = 1, 2, ...M} are found such that if y ∈ χ (x), then
there is a clique Qi such that x ∈ Qi and y ∈ Qi. Then, the
MWIS problem becomes

max
v

L

x=1

Rxµxvx (9)

subject to:
x∈Qi

vx ≤ 1 for i = 1, 2, ...,M

vi ∈ {0, 1} .

While an optimal clique decomposition might further im-
prove the computation time, a simple greedy clique decom-
position results in a factor of ten improvement over (7).
There are many commercially available mixed integer and
binary programming tools (e.g., CPLEX [5]). Our work has
found that this method works well in practice, and is used
mostly in our research.

3.3 The Accuracy of Protocol Models
While the protocol communication models have the sig-

nificant benefit that the computational algorithms can be
analyzed with graph theoretic means, these models suffer
from drawback that they do not accurately represent inter-
ference. In order to gauge the impact of these approxima-
tions, the physical throughput of the schedules found from
the protocol model were computed. That is, suppose that
the optimal schedule based on the protocol model resulted
in assignment v. In the protocol model, the data rates over
link x for this assignment is R∅ (x), where the ∅ denotes
that the data rate is based on the assumption that no other
node is transmitting.
When there are multiple active links in assignment v, it is

unreasonable to ignore the interference because link x may
not achieve the normial data rate. Assume WithUnsyn-
cACK physical model is used and the modulation schemes
of the data and ACK of link x are (m,n), the actual link
data rate is

RActual(SINRdata, SINRack,m, n) =

PSPZ (m,SINRdata)PSP14 (n, SINRack)

1
Z×8

Z×8
BR(m)

+ 14×8
BR(n)

+ 2FOH

where SINRdata, SINRack are the received SINR at the
receiver and sender. With these actual link rates, the actual
flow rate from the gateway(s) to each destination can be
determined.

3.4 Correcting Multi-Conflicts for SINR Pro-
tocol Model

The protocol models may result in poor actual perfor-
mance because they neglect interference from several sources
and/or fail to fully exploit spatial multiplexing. However,
due to the relationship between the protocol model and the
MWIS problem, we seek to extend the protocol model to im-
prove the actual performance. There are two approaches to
correct the multi-conflicts problem. The first one is adding
the multi-conflicts constraints during the optimal schedule
searching process, and the second is to adjust the active link
rate of the optimal schedule according to the actual SINR.



3.4.1 Adding Multi-Conflicts Constraint
An approach to eliminating multiple interfering links is to

extend the Integer Linear Programming problem (9). Sup-
pose that a newly found assignment specifies that links y1,...,yk
and x transmit simultaneously, but the accumulation of in-
terference from y1,... , yk dramatically reduces the effective
data rate across link x. In this case, the problem (9) is
extended to

max
v

L

x=1

Rxµxvx

such that:
x∈Qi

vx ≤ 1 for i = 1, 2, ...,M

vx + vy1 + ...vyk ≤ k

vi ∈ {0, 1} .
If further interferences are found, then further constraints
can be added. To be convenient, this method is named as
fixing multi-conflicts. Note that we still can adjust the link
data rate for the optimal schedule even we correct the multi-
conflicts by adding multi-conflicts constraints.

3.4.2 Adjust Active Link Rate for Optimal Schedul-
ing

Although adding multi-conflicts constraint can solve the
multi-conflicts problem, it increases the number of solving
MWIS problem and the corresponding computation time. It
is possible to correct the multi-conflicts by adjusting the link
data rate after we ignore the multi-conflicts and compute the
optimal schedule.
Since the SINRdata, SINRack of each active link are

known, we can adjust the link modulation schemes and elim-
inate the multi-conflicts. The modulation adjustment scheme
ROpt(SINRdata, SINRack) is defined as

ROpt(SINRdata, SINRack) =
max
m,n

RActual(SINRdata, SINRack,m, n).

The flow rate can be determined from the new adjusted link
rates.

4. NUMERICAL EXPERIMENTS
4.1 Experimental Setup
In order to investigate the performance of the different

communication models, a large set of simulated urban mesh
networks were generated. The radio propagation was de-
termined from the UDelModels, a publicly available tool
for computing urban propagation [1]. Ray-tracing was per-
formed on the 2 km2 region of downtown Chicago, and the
computation provided the received signal strength between
any pair of nodes. Topologies were randomly generated
by selecting a subset of nodes from a large baseline set of
nodes. Nodes were placed to mimic a large infrastructure
network. Specifically, outdoors, nodes were placed on lamp-
posts throughout the city, and indoors, enough nodes were
placed on each floor so that the entire floor was covered.
In all, the baseline set of nodes included over 7000 nodes
positioned throughout the city.

Node Selection.
Four parameters are used to construct a topology, namely,

n the number of nodes, r∗ the target bit-rates, ∆ the max-
imum number of neighbors, and NGW the number of gate-
ways. The target bit-rate corresponds to specific received

Algorithm 2 Greedy Method to Select Single Path
1: Let Sx be the optimal flow rates that solve (10) and set
W = ∅.

2: Randomly select w ∈ N and w /∈W.
3: Set W = w ∪W.
4: P (w) = argmaxp∈P minx∈p Sx, i.e., P (w) is the path
that results in the highest flow to w.

5: S (w) = min F,minx∈P (w) Sx .
6: Set Sx = Sx − S (w) for each x ∈ P (w).
7: If W 6= N go to 2, else stop.

signal strength. Letting RSS (r) be the minimum required
received signal strength to decode a transmission at data
rate r. We say that two nodes are neighbors if the propaga-
tion model results in a received signal strength that is above
RSS (r∗).
Let N denote the set of nodes in the topology. Initially,

N is a single node selected at random. Then, a node is
selected at random among all the nodes that satisfy 1.) the
node has between 1 and ∆ neighbors in N , and 2.) adding
the node to N will not make any node in N have more than
∆ neighbors in N . If no such node exists, then the process
is restarted. If suitable nodes do exist, the process continues
until N has n elements.
Next, gateways are selected. The objective is that the

gateways are uniformly spread throughout the network in
the sense that the average distance from a node to the closest
gateway is minimized. A greedy algorithm developed was
run ten times and the set of gateways that resulted in the
smallest average distance was used.

Routing.
While there are several approaches to routing, this inves-

tigation uses a max-flow-based, interference aware routing.
The first step in forming routes is to identify the set of po-
tential links, their bit-rates, and the links that they interfere
with. Let x denote a link with transmitter xt and receiver
xr and let Px be the received signal strength at the receiver.
The bit-rate used by link x is denoted r (x) and is given by

r (x) := max {r : Px − PGuard > RSS (r)} ,
where PGuard is used as a buffer to reduce sensitivity to
interference. This study used PGuard = 3 dB. If no such
bit-rate exists (i.e., Px−PGuard < −90dBm), then the link
is removed from consideration.
Interference aware, multi-path max-flow routing is found

by solving

max
S,F

F

{x:xt=w}

Sx −
{y:xr=w}

Sy + F = 0 for w /∈ GW(10a)

Sx
r (x)

+
y∈χ(x)

Sy
r (y)

≤ 1 for all x, (10b)

where Sx is the flow over link x. Note this optimization
problem approximates the impact of interference. Specifi-
cally, Sx

r(x) is the fraction of time that link x transmits, and
hence (10b) ensures that the fraction of time that link x
transmits and the fraction of times that all links that in-
terfere with link x transmit sum to no more than one. Of
course, it is possible that some links that interfere with x
can transmit simultaneously. But (10b) does not account
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Figure 1: Computed theoretical and actual capacities for
NodeX, 2-hop NodeX and Sensing models where the number
of Gateways is equal to number of nodes divided by 32.

for this possibility. Thus, (10) provides a lower bound on
the throughput.
Problem (10) results in multi-path routing. Single path

routing can be formed by quantization. Define P (w) to be
the set of paths from some gateway to node w. Then the
greedy algorithm shown in Algorithm 2 is used to construct
P (w), a path from some gateway to node w.

4.2 Performance of Communication Models
Figure 1 shows the theoretical and actual throughput for

Node Exclusive, 2-hop Node Exclusive, and Sensing models.
The theoretical and actual capacities are the results from the
optimal schedule that uses nominal link bit rate and actual
link bit rate, respectively. The throughput is averaged over
40 samples for each topology, and the number of gateways
is equal to the number of nodes divided by 32. One compli-
cation with the Sensing model is that the Channel Sensing
Threshold must be determined. In Figure 1, Channel Sens-
ing Threshold= −90dBm. All of the models provide high
theoretical capacities. However, since these models do not
accurately represent the interference, it is not surprising that
the actual throughputs are very poor. Specifically, Node Ex-
clusive and 2-hop Node Exclusive models always have zero
actual throughput, and Sensing model shows a small actual
throughput when the network size is small and zero other-
wise. The schedules from the Node Exclusive and the 2-hop
Node Exclusive Models consistently result in no data tra-
versing some links. Hence, the high theoretical throughput
offered by the node exclusive model is fictitious.
Figure 2 shows the theoretical and actual capacities for

SINR Protocol Model with Unsynchronized ACKs , Syn-
chronized ACKs andWithout ACKs, where the multi-conflicts
are ignored and the MinAck selection scheme is used if ACK
applied. As compared to use ACKS, not using ACKs elim-
inates overhead of ACK transmission, reduces the interfer-
ence induced from ACK, and hence, achieves more spatial
multiplexing. For these reasons, Without ACKs outper-
forms the schemes using ACKs. Note that this is the case
even though the bit-rates selected with the Without ACKs
scheme might be lower than schemes that use ACKs. The
Synchronized ACKs case slightly outperforms the Unsyn-
chronized ACKs because the synchronization eliminates the
interference between data and ACK packets. The actual
throughput of SINR Protocol Model is very close to the
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Figure 2: Computed theoretical and actual capacities for
SINR Protocol Model with UnsyncAck, SyncAck and With-
outAck.

theoretical throughput. The reason for this behavior is that
SINR Protocol Model accurately represents the interference.

4.3 Performance of Correcting Multi-conflicts
and Adjusting Bit-Rates

There are two methods to correct the multi-conflicts for
SINR protocol model. One way is to add multi-conflicts con-
straint, named as fixing multi-conflicts, during the process
to find the optimal schedule. Another way is to ignore multi-
conflicts during the schedule optimization, but then adjust
the link bit rates once the schedule and SINRs are known.
We consider three options to choose data and ACK trans-

mission rates, namely MinAck, which uses the minimum
ACK rate, SameAck, which uses the same data and ACK
rate, and OptDataAck which might use the different data
and ACK rates and selects the bit-rates to minimize the
transmission time across a link (including retransmissions).
These different methods correspond to the different ways to
select the bit-rate for ACKs used in (1).
It should be emphasized that in this section we consider

adjusting the bit-rates at two different stages. First, before
the schedule optimization, the nominal data and ACK bit-
rates are selected as described in Section 2.2.4. Then, once
the schedule has been computed, the bit-rates can be ad-
justed for each link and each assignment. In the first case,
the bit-rates are selected based on SNR; while in the sec-
ond case, the bit-rates are selected based on SINR. Also,
in the first case, three possible ways of selected data and
ACK bit-rates are considered, while in the second case, only
the OptDataAck scheme is used. The reason for considering
different schemes in the first case is that different schemes
might result in different amounts of spatial multiplexing.
However, once the schedule is determined, the spatial mul-
tiplexing is fixed.
Figure 3 shows the theoretical, actual, and adjusted through-

puts for the three link modulation selection schemes where
for each scheme multi-conflicts are either eliminated or not.
The throughputs are normalized as follows. For each topol-
ogy, the maximum actual throughput found over all six
schemes but where the bit-rates are adjusted after the sched-
ule has been determined. The right-hand frame shows the
throughputs after the bit-rates have been adjusted. Thus,
due to normalization, some of the throughputs are one.



64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1
C

ap
s 

ra
tio

GWs=nodes/32 Theoretical Cap

64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1

Number of Nodes

GWs=nodes/32 Actual Cap

MinAck_NoFixMC
MinAck_FixMC

SameAck_NoFixMC
SameAck_FixMC

OptDataAck_NoFixMC
OptDataAck_FixMC

64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1

GWs=nodes/32 Adjusted Cap

64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1
C

ap
s 

ra
tio

GWs=nodes/32 Theoretical Cap

64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1

Number of Nodes

GWs=nodes/32 Actual Cap

MinAck_NoFixMC
MinAck_FixMC

SameAck_NoFixMC
SameAck_FixMC

OptDataAck_NoFixMC
OptDataAck_FixMC

MinAck_NoFixMC
MinAck_FixMC

SameAck_NoFixMC
SameAck_FixMC

OptDataAck_NoFixMC
OptDataAck_FixMC

64 128 256 512 1024 2048
0.8

0.85

0.9

0.95

1

GWs=nodes/32 Adjusted Cap

Figure 3: (a) The theoretical capacity for modulation selection schemes MinAck, SameAck and OptDataAck with fixing
multi-conflicts or not (b) The actual capacity (c) The adjusted capacity

The left-hand frame in Figure 3 shows the theoretical
throughput is not affected by whether multi-conflicts are
fixed or not. On the other hand, the middle frame in Fig-
ure 3 shows that actual throughput of the schemes when
multi-conflicts are ignored can be smaller than the theoret-
ical throughput. For example, for the MinACK scheme, the
actual throughput 3-5% less than the theoretical, but for the
OptDataACK scheme, the actual throughput is reduced by
12% when the topology has 2048 nodes. Also, as expected,
the actual throughout is same as the theoretical throughout
if we fix the multi-conflicts.
The right-hand frame of Figure 3 shows that the through-

put after the bit-rates are adjusted. In this case, there is
minimal difference between accounting for multi-conflcits or
not. Thus, in terms of throughput, as longs as bit-rates are
adjusted after the schedules are computed, multi-conflcits
can be ignored. On the other hand, according to the algo-
rithm described in Section 3.4, every time a multi-conflict
is discovered, the MWIS problem must be changed and re-
solved. This can greatly increase the computational com-
plexity. Thus, we conclude that multi-conflicts should be
ignored.
Note that in the case of MinACK, the actual through-

put after adjusting the bit-rates is about 5% larger than the
theoretical throughput. This behavior is to due to subop-
timal selection of the nominal bit-rates, which is corrected
after the schedule is computed. This shows the utility of
the simple procedure of adjusting bit-rates after schedules
are computed.
Finally, note that the MinACK scheme achieves higher

throughput than the other schemes. This behavior is ex-
pected since increasing the ACK rate does not greatly im-
pact the effective data rate, but may significantly impact
the set of conflicting links, and hence impact spatial multi-
plexing.

5. CONCLUSIONS
This paper explored communication models used in com-

puting optimal throughput. It is found that in comparison
to physical models, the protocol models enjoy the substan-
tial computational advantage. However, the traditional pro-
tocol models, such as Node Exclusive, 2-hop Node Exclusive
and Sensing protocol models have the drawback that they
do not accurately model interference. Therefore, the actual
throughput provided by these traditional protocol models is

poor no matter how good the theoretical throughput offered.
A general SINR protocol model is proposed to more accu-

rately represent the interference. Even if multi-conflicts are
ignored, the SINR protocol model exhibits good throughput
when applied to a physical model. If we employ techniques
to correct multi-conflicts such as adding multi-conflicts con-
straints, then the final scheduling is feasible and the actual
throughput is no worse than the theoretical one. Further-
more, if we adjust the link bit rate after the schedule is
found, it is not necessary to fix the multi-conflicts by adding
multi-conflicts constraints. This last approach provides the
highest throughput along with fast computation.
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