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Abstract

Oneimportantfeatureof the StreamControl Transmission
Protocol(SCTP)is its network failuredetectionrandrecov-
erymechanisnprovidedby directsupportof multihoming.
Thismechanisnis conserative (andrightfully so),but un-
fortunatelydoesnot fully exploit SCTP5 multihomingca-
pability to maintainseamlessommunicatiorbetweerthe
endpoints.We decouplethe failure detectionfrom there-
covery process,and proposea recovery mechanisnthat
increaseshroughput.Our proposedolutiondoesnot wait
until failureis detectedeforeinitiating arecoveryprocess.
Insteadtherecoveryproces$eaginsduringearlysignsof a
possiblefailure, while the sameconserative failuredetec-
tion is maintained. We arguethat our proposedrecovery
schememprovesoverall throughput.

Keywords: SCTR multihoming, failover, persistenton-
nectionsmissioncritical

1 Intr oduction

Mission critical systemsrely on redundang at multiple
levelsto provide uninterruptederviceduringresourcdail-
ures. Suchsystemswvhenconnectedo IP networks often
deliver network redundang by multihoming their hosts.A
hostis multihomedf it canbeaddresselly multiple IP ad-
dresse$l]. Redundang atthenetwork layerallows ahost
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tobeaccessiblevenif oneof its IP addressesecomesin-

reachablepacletscanbereroutedo oneof its alternatd P

addressesTCP doesnot supportmultihoming. Any time

eitherendpoints IP addresdecomesnaccessiblesaydue
to aninterfacefailure, TCP’s connectionwill timeoutand

abort,thusforcingtheupperlayerto recover. Therecovery

delaycanbe unacceptabléor missioncritical applications
suchas P telephoty, IP storage,and military battlefield
communications.

To addressI CP’s shortcomingthe StreamControl Trans-
missionProtocol(SCTP)hasbeendesignedwith faulttol-
erancein mind. SCTPsupportsmultihomingat the trans-
portlayerto allow sessionspr associationsin SCTPtermi-
nology, to remainalive evenwhenanendpointsIP address
becomeaunreachable SCTPhasa huilt-in failure detec-
tion andrecovery systemknown asfailover, which allows
associationto dynamicallysendtraffic to analternatepeer
IP addressvhenneeded.

In the current specification,RFC2960, SCTPS failover
mechanismactsconsenratively to ensurethatassociations
do not prematurelyandincorrectly assumeailureswhen
in facteitherno failure hasoccurred.or the failureis tem-
porary and repairedquickly. A drawbackto being con-
senative is that performancaunnecessarilguffers during
the detectionperiod when a failure hasindeedoccurred.
We arguethat SCTPis too consenrative, andthat SCTP5
multihoming capability can be betterexploited to reduce
communicatiordegradationduring failure detectionwith-
outadditionaloverhead.

We proposea newn recovery schemeto increasethe
throughpubf anassociationOur proposaddecouplegail-

uredetectiorfrom therecovery processThefailuredetec-
tion remainsconsenative, while the recovery procesde-
comesmoreaggressie. Our solutionbeginstherecovery
procesguringearly signsof a possiblefailure. Beginning
therecovery processeforethe failure is detectechasthe
adwantageof providing improvedthroughput.



2 Examplearchitecture

SCTP5 RFC2960stateshatwhenits peeris multihomed,
“an endpointSHOULD always transmitto the primary
path” However, the endpoint“SHOULD try to retrans-
mit a chunkto anactive destinatiortransportaddresghat
is differentfrom the last destinationaddresgo which the
DATA chunkwassent, thatis, to asecondanpr alternate
destination.Sometimesan associatiormay continuehav-
ing difficulty transmittingto the primary destinationand
asa result, may consecutiely timeoutmultiple times. If
a significantnumberof consecutie timeoutsoccur, SCTP
will failover to an alternatedestinationand mark the pri-
marydestinatiorasinactive [2].

To betterunderstan@&CTP5 proposedandlingof failover

conditions, we presentexampleswhich illustrate three
casexf a timeout. No failure is when a timeoutoccurs
simply dueto congestionand the primary destinationis

still reachable. Short term failure characterizeshe con-

dition wheremultiple consecutie timeoutsoccur, but not

enoughaccordingo RFC2960t0 marktheprimarydesti-
nationasunreachablelong termfailure includesall cases
wherethe primarydestinatiorfails to respondduringmul-

tiple timeoutperiods,andis markedasinactive.

FigureFlillustratesanexamplearchitecturavhichwe as-
sumein our examplescenariosAn SCTPassociatiorex-

ists betweentwo hosts A and B, which are multihomed
peersconnectedy anIP network. A is addressablby in-

terfaces4; and A,, while B is addressablby B; andB;.

We assumalueto oneof severalpossiblereasonssuchas
loadbalancingpolicy basedouting,or pathdiversity, that
datatraffic from A to B; is routedthroughA,, andfrom

Ato Bs is routedthroughAs.

FigureF1: Examplemultihomearchitecture

3 Specifiedbehavior

Certaincornventionsandassumptionf FiguresF2-F5and
F7-F9areusedto illustrateour examples.Thetwo pair of
vertical lines represensource-destinatiopairs. The two
inner vertical lines correspondo host A’s interfacesA;
andA,. Likewise,thetwo outerverticallinesarehostB’s
interfacesB; andB-. Arrowsleaving A; and A, arepack-
etswith oneDATA chunkeachwhich aredestinedor B;
and B, respectiely. The pacletsarelabelledwith their

correspondingransmissiorsequenc®lumber(TSN). Ar-
rowsfrom B; andB; to A; andA,, respectiely, arepack-
etswith oneSACK chunkeach.TheseSACKSarelabelled
with an‘S’ followedby thecumulativeackcontainedn the
SACK chunk.C; andC> denoteA’s congestiorwindows
— cwnds— for destinationsB; and B,, respectiely. Cy
andCs arein incrementof theMTU andnotin bytes.

Figure F2 presentdRFC29605 specifiedbehavior whena
timeoutat A occursdueto network congestion;in other
words,the no failure case.The scenarigpresenteds sim-
ply anexcerptfrom anassociationHence theinitial TSN
= 1 is anarbitraryassignmenandnot meantto imply the
beginningof anassociation.

.
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FigureF2: Specifiedbehaior: nofailure

At thebeginningof thisexample we arbitrarilyhave C; =
8, andhost A transmitsTSNs1-8 to destinationB;. The
scenaricassumesll 8 TSNsarelostdueto congestiorand
never getacked. After one RTO, a timeoutoccursat A.
TSNs 1-8 arethen marked for retransmissionand C; is
reducedto 1xMTU. In accordancevith RFC2960,TSNs
1-8will beretransmittedo alternatedestinationB,, whose
C, we assumeo be 2«MTU.* ConsequentlyTSN 1 is re-
transmittedmmediately TSN 1's ack allows TSNs2 and
3 to beretransmittedLater, the SACK for TSN 3 triggers
a growth of C> to 3, andthe retransmissiomf TSNs4-6.
Likewise, the arrival of a SACK for TSN 5 causeghe re-
transmissiorof TSNs7 and8. At this point, all marked
TSNs have beenretransmittedand the sendercan begin
sendingnew TSNs again. As shavn andin accordance
with RFC2960,new TSN 9 is transmittedon the original
pathto B;, andtheassociatiorproceedssusual.

1We assumehatdestinationBs hasbeenidle long enoughor its C
to have degradedto the specifiedminimumvalue: 2«MTU.



Now considerthe casewherean associatiorexperiences
an eventmoreseverethanlossdueto congestiona time-
outoccursbecausea failure makesthe pathto the primary
destinatiorunusable FigureF3 beginsto shov the behar-
ior thatwould occurin caseof afailure, while FiguresF4
and F5 completethe examplefor the shorttermandlong
termfailurecasesrespectiely.

3.1 Short term failur e

As shown in FigureF3, assumen earlierfailure prevents
B; from receviing andhenceackingary of TSNs1-8. In
otherwords, B; becomeaunreachabldefore TSN 1 ar
rives. A behaesthe sameaspresentedn FigureF2. In
thisfailurescenariohowever, sendingTSN 9 to B; results
in anothertimeoutbecausehe destinationB; is unreach-
able.Sincethistimeoutis the seconcnefor By, the RTO
becomegwice whatit wasbefore. Notice thatboth desti-
nationsB; and B, remainidle for this entiresecondime-
outperiod! Later, TSN 9 is retransmittedria the alternate
pathto B,, andTSN 10is transmittedvia the original path
to B;.

Let usconsiderthe shorttermfailure case(FigureF3 con-
tinuesinto FigureF4). Assuminga shorttermfailure, By
is restoredandthen TSN 10 latertimesout. In this case,
B, isrestoredn timeto receveandacknavledgeTSN 11.
No failoveroccursin this example.

3.2 Longterm failure

Figure F5 continuesFigure F3 in the caseof a long term
failure; in otherwords, B; is not restored. In this case,
failover will occur TSN 11 is retransmittedoy A via the
pathfrom A, to B,, andasdonepreviously, the next nen
TSN 12is transmittedto B;. The senderepeatshis be-
havior of transmittingonenew TSN to B4, timing out,and
thenretransmittingt to B2. The cycle continuesuntil the
SCTP associationdeterminesthat sufficient consecutie
timeoutsindicatethe interface B; is in fact unreachable,
atwhichpointhostA fails overto thealternatedestination
Bs.

3.3 Discussion

In the caseof long termfailure, how long will it take for
SCTPto give up on the primary destinationandfailover?
RFC2960states

“Eachtimethe[retransmissionjimer expireson
ary address,or when a HEARTBEAT sentto
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FigureF3: Specifiedbehaior: failuretemplate
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FigureF4: Specifiedbehaior: shorttermfailure
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FigureF5: Specifiedbehavior: long termfailure

an idle addressis not acknavledgedwithin a
RTO, the error counterof that destinationad-
dresswill be incremented. Whenthe valuein
theerrorcounterexceedgheprotocolparameter
'Path.Max.Retransbf that destinationaddress,
the endpointshouldmark the destinationtrans-
portaddressasinactive”.

Sincethe RFCrecommendedaluefor Path.Max.Retrans
is 5, failover occursonly after six consecutre timeouts.
The bestcaseis whentheinitial RTO is the minimum al-
lowablevalue,RTO.Min. AssumingRTO.Min is theRFC
recommendedalue of 1 secondthe failover will take at
least 63 seconds!n otherwords,at most four pacletswill
besuccessfullfransmittedvithin 60 secondsifterthesec-
ondtimeout.For themajority of thetime, thealternategath
to Bs is unused.

Although Path.Max.Retranss a tunable parameter the
“average”implementatiorwill usetheRFCrecommended
valueasthe default. Evenif the parameteis tuned,what
shouldit betunedto? SettingPath.Max.Retrang 1 mini-
mizestheamountof time an SCTPendpointwaitsto mark
a pathasinactive. However, timeoutsdo not alwaysin-
dicatean unreachablalestination;so, failing over dueto
only onetimeoutincorrectlyinterpretscongestiorasfail-
ure. A Path.Max.Retrangalueof 2 may bemoresensible,
but still prematurego assumehata destinationis unreach-
able.As the Path.Max.Retransgalueincreasesit becomes
morelikely that SCTPwill accuratelymark a destination
asinactive. But aspointedout earlier, beingtoo consera-
tive incursa large penalty Multihoming shouldbe ableto
provideimmediateseamlessecoveryin the caseof failure
of theprimaryaddress.

In thenext sectionwe presenatwo-level thresholdmech-
anismwhich we argue betterutilizes the pathto Bs, and
resultsin betteroverall SCTPend-to-encperformance.

4 Two-level threshold

We investigatea two-level thresholdrecovery mechanisrh
to alleviate SCTPS5 currentsignificantdropin throughput
whenfailureoccurs.Our mechanismnsfinite statemachine
for an arbitrary numberof destinations,D;, is shavn in
Figure F6. The statesshowv the primary destinationand
their statugactive/inactve). Thedestinationsisedfor new
transmissionandretransmissionarealsoshown.

Thefirst threshold ¢, determinesvhennew transmissions
are moved to an alternatedestinationpath, initially on a
temporarybasis.Evenwhile new transmissionaremoved

2We credit JacobHeitz for the initial conceptof using a two-level
thresholdfor failover (seethe IETF tsvwgmailing list [3]).



D, restored

1 o
D; primary \"possbly failed”

“failed” D; primary
D, adive D; inadive
new =>D. new =>D,,,
rx =>D,,
[y \\\\77 B )‘/// i
\\ “auto changeover” /
o =i+l =

— b -

~“permanent failover”
i=i+1

FigureF6: Two-level thresholdrecorery FSM

to an alternatepath, the senderremainsoptimistic about
theprimarydestinationsreachability Thesendemonitors
the reachabilityof the primary destinationusing the nor-

mal SCTPHEARTBEAT mechanism.If a HEARTBEAT

is successfullyacked, the senderreturnsto usingthe pri-

mary destinationfor new transmissions.If, however, the
primarydestinatiordoesnot becomeaeachablén atimely

manneythesenders optimismeventuallyrunsout.

It is the secondhreshold,3, thatdefineswhenthe sender
decidesotto wait for theprimarydestinationsrestoration
ary longer If the Path.Max.Retranbkasnot beenreached,
B triggersan auto changeover to the alternatedestination
the senderhasbeenusing sincethe a threshold. On the
otherhand,if Path.Max.Retrankasalreadybeenreached,
S triggersa permanent failover. In eithercase giving up
onthe primarydestinationcauseshe alternatedestination
to automaticallypecomethe primary destination.

We emphasizethat automaticallyswitching the primary
destinationis a new conceptand is not currently sup-
ported by RFC2960. Also note that the parame-
ter Path.Max.Retransgs independenof both thresholds.
Path.Max.Retrangs still usedto marka destinatiorasin-

active andreporta failure to the upperlayer, while the o

and g thresholdscontrol the destinationof new transmis-
sions.

Let us reexamine SCTPS behaior using our proposed
two-level thresholdmechanismunderthe samethreecon-
ditionsconsideredn FiguresF2-F5:nofailure,shortterm
failure, and long term failure. The thresholdschosenin
our examplesarea = 2 timeouts,and 8 = 5 timeouts.
Using thesethresholds the behavior of a congestionin-
ducedtimeoutdoesnot changegrom RFC29605 behavior.
Therefore the caseof no failure hasthe samebehaior as
presentedn FigureF2.

For both short term and long term failures, Figure F7
shawstheinitial behavior. FigureF8 completes=igureF7
for shortterm, while Figure F9 completesFigure F7 for
longterm.

4.1 Shortterm failur e

Figures F7/F8 shawv that the two-level threshold con-
trasts RFC29605 behaior presentedpreviously in Fig-
uresF3/F4. When TSN 9 times out, the o thresholdis
reachedThus,all new transmissionsrenow destinedor
B,, andonly HEARTBEATSs aresentto B;. OnceB; is
restoredby ackinga HEARTBEAT (shown in Figure F8
occuringafterthethird timeoutbut beforethefourth time-
out), SCTPreturnsto sendingnew transmissiongo B; and

only retransmissionto Bs.
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4.2 Long term failure

FiguresF7/F9shaw the two-level thresholdbehavior for
longtermfailures.Heretheassociatiomeverreturnsto us-
ing B; for new transmissionsBecauseall HEARTBEAT
attemptsto reach B; fail, eventually the g thresholdis
reachedaindhostA doesanautochangewerto B,. Notice
thatin this case,a failover hasbeenpreemptedsince By
remainsmarkedactive until Path.Max.Retranss reached.
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4.3 Discussion

The a thresholdreduceghe unnecessaridle time during
the failure detectionprocessby redirectingnew traffic to
an alternatedestinatiorbeforethe primary is declaredn-
active. Hence throughpuis increased.

Also, oncea is reachedthe alternatedestinations cwnd

will continueto grow. Eventually it may not make sense
to move new traffic backto the primarydestinationwhose
cwndis 1xMTU) evenif the primary doesbecomeactive.

Doing sowill throttle the sendingrate significantly Our

mechanisrusesthe 3 thresholdto automaticallychange
the primary andavoid throttling the sendingrate. Again,

throughpuis increased.

5 Conclusionand futur e work

RFC2960tightly couplesfailure detectionand recovery.

As a result, the recovery processcannotbegin until fail-

ure detectionis complete. We have decoupledthe two

and replacedthe existing recovery systemwith a two-

level thresholdmechanism ConsequentlySCTPassocia-
tionsexperiencehigherthroughputfor bothshorttermand

longertermfailures.

The key to maximizing the performancegain is in accu-
rately selectingthe o and 8 thresholdvalues.We arecur-
rently investigatingvia ns-2 simulationsthe tradeofs of
variousthresholdssettings.

6 Disclaimer

Theviews andconclusionsontainedn thisdocumentre
thoseof theauthorsandshouldnotbeinterpretedasrepre-
sentingtheofficial policies,eitherexpressedr implied, of
the Army Researcliaboratoryor theU. S. Government.
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