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Abstract— Concurrent Multipath Transfer (CMT) uses the new data from a source to a destination host via two or more
Stream Control Transmission Protocol's (SCTP) multihoming end-to-end paths.

feature to distribute data across multiple end-to-end paths in
a multihomed SCTP association. We identify three negative side- The current transport protocol workhorses, TCP and UDP,

effects of reordering introduced by CMT that must be managed d0 not support multihoming; TCP allows binding to only
before full performance gains of parallel transfer can be achieved: one network address at each end of a connection. At the

(i) unnecessary fast retransmissions by a sender, (ii) overly time TCP was designed, network interfaces were expensive
conservative cwnd growth at a sender, and (iii) increased ack components, and hence multihoming was beyond the ken of

traffic due to fewer delayed acks by a receiver. We propose - . . .
three algorithms which augment and/or modify current SCTP research. Changing economics and an increased emphasis on

to counter these side-effects. Presented with several choices a?nd'to'e_nd fault tolerance have brought multihoming within
to where a sender should direct retransmissions of lost data, we the purview of the transport layer. While concurrency can be

propose five retransmission policies for CMT. We demonstrate arranged at other layers (as discussed in Sections IV-D and

spurious retransmissions in CMT with all five policies, and VI). the transport laver has the best knowledge to estimate
propose changes to CMT to allow the different policies. CMT is ) b , Y . 9
end-to-end paths’ characteristics.

evaluated against ApStripe, an idealized application that stripes o
data over multiple paths using multiple SCTP associations. The  The Stream Control Transmission Protocol (SCTP) [1], [2]
different CMT retransmission policies are then evaluated with is an IETF standards track protocol that natively supports
varied constrained receive buffer sizes. In this foundation work, multihoming at the transport layer. SCTP multihoming allows
we operate under the strong assumption that the bottleneck .. . - ,
gueues on the end-to-end paths used in CMT are independent. binding of_one tranqurt layeassociation(SCTP's term for
) ] _ a connection) to multiple IP addresses at each end of the
: IndextTlerms— '-C(’jatd balgncmg, load sharing, multipath, SCTP,  a5s0ciation. This binding allows a sender to transmit data to a
ransport fayef, end-to-end. multihomed receiver through different destination addresses.
Simultaneous transfer of new data to multiple destination
I. INTRODUCTION addresses is currently not allowed in SCTP due primarily to

insufficient research. This research attempts to provide that
A host is multihomed if it can be addressed by multiple IReeded work.

addresses, as is the case when the host has multiple networkinl-hough CMT uses SCTP in our analysis, our goal is to

terfaces. Though feasibility alone does not determine adoptigtlady CMT at the transport layer in general. The issues

of an idea, multihoming is increasingly economically feasiblgnd algorithms considered in this research would apply to
and can be expected to be the rule rather than the excepligly myitihome-aware transport protocol. We chose SCTP
in thg near future, partlcularly when fault tolerance is Cruc'%fimarily due to lack of mature multihoming mechanisms in
Mult!homed nodes may be.5|multaneously con.nected throughy, other practical transport layer protoGaind partly due to
multiple access technologies, and even multiple end-to—e&cfr/ expertise with it.

paths to increase resilience to path failure. For instance, q:ollowing preliminary concepts and terminology in Sec-
mobile user could have simultaneous Internet connectivity via

. : .2 tion 1, Section Il specifies three algorithms resulting in
a wireless local area network using 802.11b and a wirel , . .
. . Tseq - @ protocol that uses SCTP’s multihoming feature
wide area network using GPRS.

. . for correctly transferring data between multihomed end hosts
We propose usingconcurrent Multipath Transfer (CMT) y g

bet ltin q d destination hosts 1o i using multiple independent end-to-end paths. A CMT sender
etween muitihomed Source and destinalion NOSIS 10 INCTeARE ira ot retransmissions to one of several destinations that

an application’s throughput. CMT is the concurrent transfer Qe receiving new transmissions. In Section IV, we present an
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Il. PRELIMINARIES [1l. CMT A LGORITHMS

We first overview several ideas and mechanisms used byAs is the case with TCP [14]-[17], reordering introduced
SCTP relevant to this research; some are compared with TORN SCTP flow degrades performance. When multiple paths
to highlight similarities and differences. SCTP is defined iReing used for CMT have different delay and/or bandwidth
RFC2960 [2] with changes and additions included in theharacteristics, significant packet reordering can be introduced
Implementer’s Guide [1]. An SCTP packet, or protocol dat& the flow by a CMT sender. Reordering is a natural conse-
unit (PDU), consists of one or more concatenated buildirence of CMT, and is difficult to eliminate in an environment
blocks calledchunks either control or data. For the purposedhere the end-to-end path characteristics are changing or
of reliability and congestion control, each data chunk iHnknown apriori, as in the Internet. In this section, we identify
an association is assigned a unique Transmission Seque®it@ resolve the negative side-effects of sender-introduced
Number (TSN). Since SCTP is message-oriented and churiggrdering by CMT in SCTP.
are atomic, TSNs are associated with chunks of data, asfo demonstrate the effects of reordering introduced in SCTP
opposed to TCP which associates a sequence number yhCMT, we use a simple simulation setup. Two dualhomed
each data octet in the bytestream. In our simulations, wests, sender with local addressesl;, A,, and receiver3
assume one data chunk per PDU for ease of illustration; eagith local addresse®;, B>, are connected by two separate
PDU thus carries, and is associated with a single TSN.  paths: Path 14, — B;), and Path 24, — B,) having end-to-

SCTP uses a selective ack scheme similar to SACK TCP [&])d available bandwidths 0.2 Mbps and 1 Mbps, respectively.
SCTP’s congestion control algorithms are based on RF®e roundtrip propagation delay on both paths is 90 ms,
2581 [5], and include SACK-based mechanisms for better pgeughly reflecting the U. S. coast-to-coast delay. CMT sender
formance. Similar to TCP, SCTP uses three control variable:sends data to destinatioss and B, concurrently, and uses
a receiver's advertised window (rwnd), a sender’s congesti@nscheduling algorithm that sends new data to a destination
window (cwnd), and a sender’s slow start threshold (ssthreswjien allowed by the corresponding cwnd.

However, unlike TCP's cwnd which reflects which data to The simulation results described in this section (Figures 1
send, SCTP’s cwnd dictates only how much data can be setfid 5) both show cwnd evolution with time. The figures
SCTP’s cwnd is similar in function to SACK TCP’pipe have four curves, which show the CMT sender’s (1) observed
variable [6]. In SCTP, rwnd is shared across an associatiéivnd evolution for destinatior3; (+), (2) observed cwnd
Since an SCTP association allows multihomed source a@dplution for destinationB, (x), (3) calculated aggregate
destination endpoints, a source maintains several parame@ysd evolution (sum of (1) and (2))X), and (4) expected
on aper destinatiorbasis: cwnd, ssthresh, and roundtrip tim@ggregate cwnd evolution (-). This last curve represents our
(RTT) estimates. An SCTP sender also maintains a separaital performance goal for CMT - the sum of the cwnd
retransmission timer per destination. RFC 2960 does not all@wolution curves of two independent SCTP runs, usig

a sender to simultaneously sendw data on multiple paths. and B, as the primary destination, respectively.

New data must be sent to a singlémary destinationwhile

retransmissions may be sent to any alternate destination. 1000 ——— " -—

In this work, we operate under the assumption that the , | —- Exmpi%??w(m)+SCTP(BZ)]
bottleneck queues on the end-to-end paths used in CMT are
independent of each other. Overlap in the paths is acceptablel*® |
but again bottlenecks are assumed independent. We recognizg,,
that this strong assumption certainly will not hold for all multi-_
homed associations. Continued work [7] will investigate CMT_%
without this assumption using end-to-end shared bottlenegk s
detection techniques [8]-[11]. )
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for destination X. Since bottleneck queues on the end-to- . : " . = " " ”
end paths are assumed independent, each destination in our time (seconds)
topology uniguely maps to an independent path. Thus, “cwlq%
for destination X” may be used interchangeably with “cwnd™
for path Y”, where path Y ends in destination X. SCTP
acks carry cumulative and selective ack (also cafjed acR Figure 1 shows how, when using SCTP without any mod-
information and are called SACKs. In the paper, sometimiations, CMT reordering significantly hinders bafh and
“SACK” is used rather than “ack” to emphasize when an ack,’s cwnd growth. (Normally cwnd reductions are seen when
carries both cumulative and selective acks. a sender detects loss, but for Figure 1, no packet loss was
The simulations presented in this paper use the Universiiynulated.) The aggregate cwnd evolutiai)(is significantly
of Delaware’s SCTP module for ns-2 [12], [13]. below the expected aggregate cwnd evolution (-).

1. CMT with SCTP: Evolution of the different cwnds



To explain our algorithms which enable correct CMT using The SFR algorithm introduces two additional variables per
SCTP, we first introduce some notation. CMT refers to a hodéstination at a sender:
performing concurrent multipath transfer using current SCTP. 1) highestin_sackfor_dest- stores the highest TSN acked
CMT;, CMT,, and CMT; refer to a host performing CMT per destination by the SACK being processed.
with the Split Fast Retransmit (SFR) algorithm (Section 111-A), 2) sawnewack- a flag used during the processing of a
the Cwnd Update for CMT (CUC) algorithm (Section 11I-B) SACK to infer the causative TSN(s)'s destination(s).

and the Delayed Ack for CMT (DAC) algorithm (Section I1l- Causative TSNs for a SACK are those TSNs which
C), respectively. Using more than one subscript means inclu-  caused the SACK to be sent (or TSNs that are being
sion of more than one algorithm. For instance, CMTefers acked in this SACK for the first time).

to a host performing CMT with the SFR and CUC algorithms. | gjgure 2, step (2) infers the destinations that the newly
We identify and resolve three negative side-effects of ?—ﬁ
h

dering introduced by CMT th b d bef cknowledged TSNs were sent to, and ssdsvnewackto
ordering introduced by that must be managed before thes e tor those destinations. Step (3) tracks on a per des-

full performance gains of parallel transfer can be achieved: ation basis, the highest TSN that was being acked. Step

unnecessary fast retransmissions at the sender (Section III-(%, uses information gathered in steps (2) and (3) to aid in
(i) reduced gwnd growth dug. tq fewer cwnd updaltes at triﬂ‘?ferring missing TSNs. Two conditions in step (4) ensure
sender (Section IlI-B), and (iii) increased ack traffic due tQ, .o missing reports: (a) TSNs to be marked should be
fewer delayed acks (Section llI-C) [18]. outstanding on the same destination(s) as TSNs which have
been newly acked, and (b) at least one TSN, sent later than

A. Preventing Unn ry Fast Retransmission . .
eventing U_ e.cessa y Fast Retra _S sslons the missing TSN, should have reached the recaineghe same
When reordering is observed, a receiver sends gap rep@tsiination address

(i.e., gap acks) to the sender which uses the reports to
detect loss through a fast retransmission procedure similar o o
to the one used by TCP [2], [5]. With CMT, unnecessary: Avoiding Reduction in Cwnd Updates
fast retransmissions can be caused due to reordering [19]The cwnd evolution algorithm for SCTP [2] (and analo-
with two negative consequences: (1) since each retransmisgionsly for SACK TCP [4], [5]) allows growth in cwnd only
is assumed to occur due to a congestion loss, the sengden a new cum ack is received by a sender. When SACKs
reduces its cwnd for the destination on which the retransmittath unchanged cum acks are generated (say due to reordering)
data was outstanding, and (2) a cwnd overgrowth probleand later arrive at a sender, the sender does not modify its
explained in [20] causes a sender’s cwnd to grow aggressiveind. This mechanism again reflects the conventional view
for the destination on which the retransmissions are sent, dbhat a SACK which does not advance the cum ack indicates
to acks received for original transmissions. In Figure 1, eaglessibility of loss due to congestion.
cwnd reduction observed fdB; and B, is due to an unnec- Since a CMT receiver naturally observes reordering, many
essary fast retransmission by the sender. These unnecesS&gKs are sent containing new gap reports but not new cum
retransmissions seen by CMT are due to sender-introducaks. When these gaps are later acked by a new cum ack, cwnd
reordering, and not spurious retransmissions due to netw@towth occurs, but only for the data newly acked in the most
effects [21], [22]. recent SACK. Data previously acked through gap reports will
Conventional interpretation of a SACK chunk in SCTP (onot contribute to cwnd growth. This behavior prevents sudden
ack with SACK option in TCP) is that gap reports implyincreases in the cwnd resulting in bursts of data being sent.
possible loss due to congestion. The probability that a TSNEyen though data may have reached the receiver “in-order per
lost, as opposed to being reordered, increases with the numthestination”, without changing the current handling of cwnd,
of gap reports received for that TSN. Due to reordering, the updated cwnd will not reflect this fact.
CMT sender needs additional information to infer loss. Gap This inefficiency can be attributed to the current design
reportsalonedo not (necessarily) imply loss; but a sender caprinciple that the cum ack in a SACK, which tracks the latest
infer loss using gap reportand knowledge of each TSN’s TSN received in-order at the receiver, applies to an entire
destination. association, not per destination. TCP and current SCTP use
Algorithm Details: The proposed solution to address thenly one destination address at any given time to transmit
side-effect of incorrect cwnd evolution due to unnecessary fasw data to, and hence, this design principle works fine. Since
retransmissions is the Split Fast Retransmit (SFR) algorith@MT uses multiple destinations simultaneously, cwnd growth
shown in Figure 2. This algorithm extends a previous incar CMT demands tracking the latest TSN received in-order
nation which could not handleycling changeovefl9]. SFR per destinationinformation not coded directly in a SACK.
introduces avirtual queueper destination within the sender's We propose a cwnd growth algorithm to track the earliest
retransmission queue. A sender then deduces missing repottstanding TSNper destinationand update the cwnd, even
for a TSN correctly using SACK information in conjunctionin the absence of new cum acks. The algorithm uses SACKs
with state maintained about the transmission destination fand knowledge of transmission destination for each TSN to
each TSN in the retransmission queue. Thus, SFR enablededuce in-order delivery per destination. The crux of the
multihomed sender to correctly apply the fast retransmissi@UC algorithm is to track the earliest outstanding dpéa
procedure on a per destination basis. An advantage of SFRiéstination and use SACKs which ack this data to update the
that only the sender’s behavior is affected. corresponding cwnd. In understanding our proposed solution,



On receipt of a SACK containing gap reports [Sender side behavior]:

1) V destination addresses initialize d;.saw_newack = FALSE;

2) for each TSN¢t, being acked that has not been acked in any SACK thusldar
let d, be the destination to which, was sent;
setd,.saw_newack = TRUE;

3) V destinationsi,,, setd,,.highest_in_sack_for_dest to highest TSN being newly acked ah;

4) to determine whether missing report count for a T§Nshould be incremented:
let d,,, be the destination to which,, was sent;
if (dp,-saw_newack = TRUE) and (d,,.highest_in_sack_for_dest > t,,) then

increment missing report count foy,;

elsedo not increment missing report count fof;

Fig. 2. SFR Algorithm — Eliminating unnecessary fast retransmissions

At beginning of an association [Sender side behavior]:
V destinations d, reset
d.find pseudacumack= TRUE;
On receipt of a SACK [Sender side behavior]:
1) V destinations d, reset.newpseudacumack= FALSE;
2) if the SACK carries a new cum atken
for each TSNt. being cum acked for the first time, that was not acked through pri¢
gap reportdo
(i) let d. be the destination to which. was sent;
(i) setd..find_pseudo_cumack = TRUE;
(iii) set d..new_pseudo_cumack = TRUE;
3) if gap reports are present in the SAGen
for each TSNt, being processed from the retransmission quiaie
(i) let d,, be the destination to whict), was sent;
(ii) if (dp-find_pseudo_cumack = TRUE) and ¢, was not acked in the pa#ten
dp.pseudo_cumack = tp,
dp.find_pseudo_cumack = FALSE;
(iii) if ¢, is acked via gap reports for first timend (d,.pseudo_cumack = t,) then
dp.new_pseudo_cumack = TRUE;
dp.find_pseudo_cumack = TRUE;
4) for each destinatiod do
if (d.newpseudacumack= TRUE) then update cwnd [1], [2];

=

Fig. 3. Cwnd Update for CMT (CUC) Algorithm — Handling side-effect of reduced cwnd growth due to fewer cwnd updates

we remind the reader that gap reports alone do not (necessian at a sender:

ily) imply congestion loss; SACK information is treated only S
X - ) 1) pseudocumack - maintains next pseudo-cumack ex-
as a concise description of the TSNs received thus far by the
pected at a sender.

receiver. 2) newpseudacumack- flag used to indicate if a new
Algorithm Details: Figure 3 shows the proposed Cwnd b 9 .
pseudo-cumack has been received.

Update .for cMT (CL.JC) algorithm. Ap;eudo-cumact«acks 3) find_pseudocumack- flag used to find a new pseudo-

the earliest outstanding TSN per destination at the sender. An K This flag i f K h

advance in a pseudo-cumack is used by a sender to trigger a cumack. T. s Hlag 1s sgt after a new pseudo-cumac as
been received and indicates that the sender should find

cwnd update for the corresponding destination, even when the .
. . the next pseudo-cumack expected for the corresponding
actual cum ack is not advanced. The pseudo-cumack is used destination

only for cwnd updates; only the actual cum ack can dequeue

data in the sender’s retransmission queue since a receiver cam Figure 3, step (1) initializes the variable

reneg on data that has been acked through gap reports, rewpseudocumack Step (2) initiates a search for a

not cumulatively acked. An advantage of CUC is that onlgew pseudacumackby settingfind_pseudocumackto TRUE

the sender’s behavior is affected. for the destinations on which TSNs cumulatively acked were
The CUC algorithm introduces three variables per destinedtstanding. Step (2) also triggers a cwnd update by setting



newpseudacumackto TRUE for those destinations. Stepreceived by the sender to trigger a fast retransmit. A receiver
(3) then processes the outstanding TSNs at a sender, aad provide more information in each ack to assist the sender
tracks on a per destination basis, the TSN expected to ibeaccurately inferring the number of missing reports per ack
the nextpseudacumack Step (4) finally updates the cwndfor a lost TSN. We propose that in each ack, a receiver report
for a destination if a new pseudo cumack was seen for tltae count of data PDUs received since the previous ack was
destination. sent. A sender then infers the number of missing reports per
TSN based on the TSNs being acked in a SACK, number of
PDUs reported by the receiver, and knowledge of transmission
destination for each TSN. We note that additionally, heuristics

Sending an ack after receiving every 2 data PDUs (i.€as proposed in [15]) may be used at a CMT sender to address
delayed acks) in SCTP (and TCP) reduces ack traffic in thetwork induced reordering.

Internet, thereby saving processing and storage at routers oplgorithm Details: The proposed Delayed Ack for CMT
the ack path. SCTP specifies that a receiver should use {B&C) algorithm (Figure 4) specifies a receiver’s behavior on
delayed ack algorithm as given in RFC 2581, where acksceipt of data, and also a sender’s behavior when the missing
are delayed only as long as the receiver receives datar@port count for a TSN needs to be incremefit&ince SCTP
order. Reordered PDUs should be acked immediately [5]. Withnd TCP) acks are cumulative, loss of an ack will result in loss
CMT's frequent reordering, this rule causes an SCTP receiusfrithe data PDU count reported by the receiver, but the TSNs
to frequentlynot delay acks. Hence a negative side-effect afill be acknowledged by the following ack. Receipt of this
reordering with CMT is increased ack traffic. following ack can cause ambiguity in inferring missing report

To prevent this increase, we propose that a CMT receivesunt per destination. Our algorithm conservatively assumes a
ignore the rule mentioned above. That is, a CMT receivsingle missing report count per destination in such ambiguous
does not immediately ack an out-of-order PDU, but delays teaises. The DAC algorithm requires modifications to both the
ack. Thus, a CMT receiver always delays acks, irrespectigender and the receiver.
of whether or not data is received in orflefThough this  No new variables are introduced in this algorithm, as we
modification at the receiver eliminates the increase in aekiild on the SFR algorithm. There is an additional number to
traffic, RFC 2581's rule has another purpose which ge® reported in the SACKs for which we use the first 2 bits of
hampered. the flags field in the SACK chunk header.

An underlying assumption that pervades SCTP's (and|n Figure 4, at the receiver side, steps (1) and (2) are self
TCP’s) design is that data in general arrives in order; dat®planatory. The sender side algorithm modifies step (4) of
received out-of-order indicates possible loss. According ®FR, which determines whether missing report count should
RFC 2581, “Out-of-order data segments SHOULD be age incremented for a TSN. The DAC algorithm dictabesv
knowledged immediately, in order to accelerate loss recovefiyanyto increment by. Step (4-i) checks if only one destination
To trigger the fast retransmit algorithm, the receiver SHOULQ/aS new|y acked, and allows incrementing missing reports
send an immediate ... ACK when it receives a data segmejt more than one for TSNs outstanding to that destination.
above a gap in the sequence space” [5]. In SCTP, four agkgrther, all newly acked TSNs should have been sent later
with gap reports for a missing TSN (i.e., four missing reportfan the missing TSN. If there are newly acked TSNs that
for a TSN) indicate that a receiver received at least four dafgere sent before the missing TSN, step (4-i-a) conservatively
PDUs sent after the missing TSN. Receipt of four missingliows incrementing by only one. If more than one destinations
reports for a TSN triggers the fast retransmit algorithm at thge newly acked, step (4-ii) conservatively allows incrementing
sender. In other words, the sender hagardering threshold py only one.

(or dupack thresholéh TCP terminology) of four PDUs. Since  Figyre 5 shows cwnd evolution for CMT after including

a CMT receiver cannot distinguish between loss and reorderijpg SFR, cUC and DAC algorithms, i.e., CMF. With the
introduced by a CMT sender, the modification suggested abqygyative side-effects addressed, we hoped to see ,GMdT

by itself would cause the receiver to delay acks even in th@nd growth to come close to the expected aggregate cwnd
face of loss. When a loss does occur with our modificatigfyowth. In fact, we observed that CMT cwnd growth

to a receiver, fast retransmit would be triggered by a CMdyceededhe expected aggregate cwnd growth!

sender only after the receiver receives_eight(!) dgta PDUs seny, explain this surprising result, we remind the reader that
after a lost TSN - an overly conservative behavior. the expected aggregate cwnd is the sum of the cwnd growth

The effective increase in reordering threshold at a sender G§yo independent SCTP runs, each using one of the two
be countered by reducing the actual number of acks requilgtination addresses as its primary destination. In each SCTP
to trigger a fast retransmit at the sender, i.e., by increasing i, one delayed ack can increase the cwnd by at most one
number of missing reports registered per ack. In other wordgry during slow start, even if the ack acks more than one
if a sender can increment the number of missing reports My worth of data. On the other hand, we observe in the

accurately per ack received, fewer acks will be required to ?fMTscd run that if a delayed ack simultaneously acks an
2We are concerned with only the case where acks are not delayed du(MEIJ—U of data on each of the two destinations, the sender

reordered data. We do not modify a receiver's behavior when an ack being
delayed can be piggybacked on reverse path data, or when the delayed aéfhe DAC algorithm can also be used in scenarios where ack traffic lesser
timer expires. than with delayed acks is desirable, such as in data center environments [23].

C. Curbing Increase in Ack Traffic



On receipt of a data PDU [Receiver side behavior]:
1) delay sending an ack as given in [2], with the additional change that
acks should be delayed even if reordering is observed.
2) in each ack, report number of data PDUs received since sending of previous ack.

When incrementing missing report count through SFR:Step (4) (Figure 2) [Sender side behavior]
4) to determine whether missing report count for a TgNshould be incremented:
let d,,, be the destination to whicl),, was sent;
if (dp,-saw_newack = TRUE) and (d,,.highest_in_sack_for_dest > t,,) then
(i) if (V destinationsl, such thatd, # d,,, d,.saw_newack = FALSE) then
/** all newly acked TSNs were sent to the same destination,as*/
(a) if (3 newly acked TSNSy, t, such thatt, < ¢, < t,) then
(conservatively) increment missing report count fpr by 1;
(b) else if (Vv newly acked TSN$,, t, > t,,) then
increment missing report count foy, by number of PDUs reported by receiver;
(i) else
/** Mixed SACK - newly acked TSNs were sent to multiple destinations **/
(conservatively) increment missing report count for by 1;

Fig. 4. Delayed Ack for CMT (DAC) Algorithm — Handling side-effect of increased ack traffic
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VI e IV. CMT PERFORMANCEEVALUATION

With correct behavior ensured by CMJ;, we now evaluate

| its performancé In Section IV-A, we discuss our method-
ology for evaluating CMT. In Section IV-B, we present five
retransmission policies for CMT. In Section IV-C, we identify
{  two modifications that must be made to CMT to accomodate
the different retransmission policies. In Section IV-D, we
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2 4 s 8 10 12 1 15 evaluate CMT against AppStripe - our reference application
tme (seconds) for performance evaluation of CMT. In Section IV-E, we
Fig. 5. CMT,.4: Evolution of the different cwnds compare and analyze the different retransmission policies to

decide upon a recommended policy for CMT.

simultaneously increases each of two cwnds by one MT@.‘ Evaluation Methodology .

Thus, a single delayed ack in CMJ that acks data flows AS a reference for performance, we ué@pStripe- a

on two paths causes an aggregate cwnd growth of two MTUy_pothetlcaI multlhomg—aware appllcathn t.hat achlgveg the
With delayed acks during slow start, each SCTP associatidighest throughput achievable by an application that distributes
grows its cwnd by 1.5 times each RTT, whereas CMT data across multiple SCTP associations (see Figure 6). We
increases its cwnd by twice each RTT. We conclude that sugfphasize that AppStripe performs idealized scheduling at
delayed acks which simultaneously contribute to the cwrigeé application layer, and is not doable in pra@cEnd-
growth of two destinations helped the aggregate cwnd growfrénd load sharing is performed at the application layer by
of CMT,.4 to exceed the expected aggregate cwnd growthAPPStripe, and at the transport layer by CMT [24].

This phenomenon occurs in slow start, therefore benefiting ! "€ Simulation topology (see Figure 7) is simple - the edge
CMT,.q initially and during some timeout recovery periods'.'”ks represgnt the last hop, and the core .I|nks r_epresent end-
Though the aggregate cwnd growth exceeds expected agé?éend conditions on the Internet. This simulation topology
gate cwnd growth, we argue that the sender is not oveH?eS not account for effects seen in the Internet and other real
aggressive, i.e., not TCP-unfriendly. The sender is able #§tWorks such as network induced reordering, delay spikes,
clock out more data due to delayed acks that acknowledge dat@yenceforth, we refer to CMT.; as simply CMT.
flows on multiple paths. The sender does not create bursts Gfwe simulate AppStripe by post-processing simulation traces.



AppStripe CMTyeq data is regularly being sent to all destinations concurrently.

application This information allows a CMT sender to make a more
AppStripe layer o informed decision where to send a retransmission. We now
(distributes data) Bulk transfer application investigate how CMT should make this decision in a realistic
I lossy environment.

CMT,. Assoc We present five retransmission policies for CMT [25]. For
(distributes data) four policies, a retransmission may be sent to a destination
other than the one used for the original transmission. Previous
work on retransmission policies for SCTP [26] shows that
sending retransmissions to an alternate destination degrades
negveg?ta nezvegfti"nezvegfta new dtata new d;’:lta new dtata performance primarily because of the lack of sufficient traffic
todesj todesj todes| toszgs; . 53235 """ . 05323; on alternate paths. With CMT, data is concurrently sent on all

paths, thus rendering the results in [26] not applicable. The
Fig. 6. Schematic - AppStripe and CMT five different retransmission policies for CMT are:

« RTX-SAME - Once a new data chunk is scheduled and
sent to a destination, all retransmissions of the chunk

etc.; these effects are beyond the scope of this study. Our thereafter are sent to the same destination (until the
simulation evaluation provides insight into the fundamental destination is deemeithactive due to failure [2]).
differences between AppStripe and CMT, and between thes RTX-ASAP - A retransmission of a data chunk is sent
different retransmission policies in a constrained environment. to any destination for which the sender has cwnd space
We chose a simple topology to avoid influence of other effects, available at the time the retransmission needs to be
and to focus on performance differences which we believe sent. If the sender has available cwnd space for multiple
should hold true in a real environment as Welhe loss rate destinations, one is chosen randomly.
on Path 1 is maintained at 1%, and on Path 2 is varied frome RTX-CWND - A retransmission of a data chunk is sent
1 to 10%. A loss rate of 1% means a forward path loss rate to the destination for which the sender has the largest
of 1%, and a reverse path loss rate of 1%. cwnd. A tie is broken by random selection.

transport
layer

o RTX-SSTHRESH - A retransmission of a data chunk is
Path 1 ssthresh. A tie is broken by random selection.
e RTX-LOSSRATE - A retransmission of a data chunk
is sent to the destination with the lowest loss rate path.
Sendey Ryio f;“ﬁ:':’fzrflgz If multiple destinations have the same loss rate, one is
A, selected randomly.
S - L .
& Of the policies, RTX-SAME is simplest. RTX-ASAP is a
Wy, “hot-potato” retransmission policy - the goal is to retransmit
2 2
Ly R 10 Mbps, 45 ms X
2,0 1-10 % uniform 1oss and RTX-SSTHRESH practically track, and attempt to move
retransmissions onto the path with the estimated lowest loss
rate. Since ssthresh is a slower moving variable than cwnd,
_ o Path 2 _ the values of ssthresh may better reflect the conditions of
Fig. 7. Simulation topology used for evaluation the respective paths. RTX-LOSSRATE uses information about
loss rate provided by an “oracle” - information that RTX-
CWND and RTX-SSTHRESH estimate. This policy represents
B. CMT Retransmission Policies X - :
) ) _sender typically does not know apriori which path has the
hMuItlpIe paths presentan SCTP sfend:’-zr with several ChoiGeg ot |0ss rate: ideal since the path with the lowest loss rate
where to send a retransmission of a lost transmission. Byl highest chance of having a packet delivered. We initially
these choices are not well-informed since SCTP restrigig, ihesized that retransmission policies that take loss rate
sending new data, which can act as probes for mformatlﬂﬂo account would outperform ones that do not.
(such as available bandwidth, loss rate and RTT), to only
one primary destination. Consequently, an SCTP sender has
other hand, a CMT sender maintains more current and more | ificat , I
accurate information about all paths to a receiver, since new! WO Protocol modifications are needed in CMT to allow
redirecting retransmissions to a different destination than the
6The simulation topology is clearly simplistic. Unfortunately, more realistigriginal transmission.
complex topologies involving variable cross-traffic required too much time to . g . .
simulate. We believe that the relative performance of the evaluated policie_sl) CUCv2: Modified CUC Algorlthm.The cuc algo—

sent to the destination for which the sender has the largest
as soon as possible without regard to loss rate. RTX-CWND
a “hypothetically” ideal case; hypothetical since in practice, a
minimal information about other paths to a receiver. On the. Modifications to Protocol Mechanisms
will be the same for our simple topology as well as a more complex one. rithm (Figure 3) enables correct cwnd updates in the face



At beginning of an association [Sender side behavior]:
V destinations d, reset
d.findpseudacumack= TRUE;
d.findrtx_pseudacumack= TRUE;
On receipt of a SACK [Sender side behavior]:
1) V destinations d, reset
d.newpseudacumack= FALSE;
d.newpseudacumack= FALSE;
2) if the ack carries a new cum atten
for each TSNt being cum acked for the first time, that was not acked through prior
gap reportdo
(i) let d. be the destination to whict) was sent;
(i) setd,. find_pseudo_cumack = TRUE;
(iii) set d..new_pseudo_cumack = TRUE;
(iv) setd..find_rtx_pseudo_cumack = TRUE;
(v) setd..new_rtx_pseudo_cumack = TRUE;
3) if gap reports are present in the ablen
for each TSNt, being processed from the retransmission quame
(i) let d,, be the destination to whict), was sent;
(i) if (dp.find_pseudo_cumack = TRUE) and ¢, was not acked in the past
and t,, was not retransmittethen
dp.pseudo_cumack = tp,
dp.find_pseudo_cumack = FALSE;
(iii) if ¢, is acked via gap reports for first timend (d,.pseudo_cumack = t,) then
dp.new_pseudo_cumack = TRUE;
dp.find_pseudo_cumack = TRUE;
(iv) if (dp.find_rtz_pseudo_cumack = TRUE) and ¢, was not acked in the past
and t,, was retransmittethen
dp.rtx_pseudo_cumack = tp,
dp.find_rtx_pseudo_cumack = FALSE;
(v) if ¢, is acked via gap reports for first tinend (d,.rtx_pseudo_cumack = t,) then
dp.new_rtr_pseudo_cumack = TRUE;
dp.find_rtz_pseudo_cumack = TRUE;
4) for each destinatiod do
if (d.newpseudacumack= TRUE) or (d.newrtx_pseudacumack= TRUE) then
Update cwnd [1], [2];

Fig. 8. CUCv2 Algorithm - Modified Cwnd Update for CMT (CUC) Algorithm

of increased reordering due to CMT. To recap, this algthose that have been retransmitted, and those that have not. The
rithm recognizes a set of TSNs outstanding per destinatigd®JCv2 algorithm maintains two left edges for these two sets
and the per-destinatiopseudacumacktraces the left edge of TSNs -rtx-pseudo-cumacknd pseudo-cumackWVhenever
of this list of TSNs, per destination. The CUC algorithneither of the left edges moves, a cwnd update is triggered. In
though, assumes that retransmissions are sent to the s&WEv2, lines 2(iv), 2(v), 3(iv) and 3(v) have been added, and
destination as the original transmission. The per-destinatiimes 3(ii) and 4 have been modified from the CUC algorithm.
pseudacumacktherefore moves whenever the corresponding 2) Spurious Timeout Retransmissionsvhen a timeout
left edge is acked; the TSN on the left edge being acked mgycurs, an SCTP sender is expected to bundle and send as
or may not have been retransmitted. many of the earliest TSNs outstanding on the destination for
If the assumption about the retransmission destinationvighich the timeout occurred as can fit in an MSS (Maximum
violated, and a retransmission is made to a different destinat®sgment Size) PDU. As per RFC 2960, if more TSNs are
from the original, the CUC algorithm cannot faithfully trackoutstanding on that destination, these TSNs “should be marked
the left edge on either destination. We modify the CU€@br retransmission and sent as soon as cwnd allows (normally
algorithm to permit the different retransmission policies. Th@hen a SACK arrives)”. This rule is intuitive - while sending,
modified CUC algorithm, named CUCv2 is shown in Figure 8etransmissions are generally given priority over new trans-
The crux of the modification is in recognizing that of themissions. As in TCP, the cwnd is also collapsed to 1 MSS for
TSNs outstanding on a destination, a distinction can be madée destination on which a timeout occurs, allowing only one



MSS sized PDU in flight. retransmission. We use an average measure of the RTT for this
purpose - the smoothed RTT, which is maintained at a sender.
This heuristic requires the sender to maintain a timestamp for
B, Ar A B, each TSN indicating the time at which the TSN was last
transmitted (or retransmitted). Figure 10(b) shows how the
application of this heuristic drastically reduces the number of
spurious retransmissions for all retransmission policies.

SACKsthat will
free up cwnd spage
for destination B

D. Performance of CMT vs. AppStripe

Figure 11 compares the time taken to transfer an 8MB file
using CMT with the five retransmission policies, vs. using

>
Timeout on dest B
- TSN X is rtxd

-TSNs Y+2 & Y+3
incorrectly marked

P for rtx ! AppStripe. The x-axis represents different loss rates on Path
Spurious rtxs ! 2. Each plotted value is the mean of at least 30 simulation
EGEND: runs. Overall, AppStripe X in Figure 11) performs worst,
- SACK X-1 (X+1 to Y) indicates a SACK with a cumack of X-1 carrying gap acks for TSNs from X+1 and CMT USing any Of the retransmiSSion pOIiCieS performs
through Y. This SACK indicates that TSN X has not been received. better than AppStripe; some po|icies better than others. At

- TSN Y+2 indicates a packet containing one data chunk with TSN Y+2. A data chunk is the smallest a 7% loss rate on Path 2, AppStrIpe takes 40.4 seconds to
indisible uni of data in an SCTP packet transfer an 8 MB file, whereas CMT using RTX-SAME or

RTX-CWND takes 35.5 or 33.2 seconds, respectively. We first
Fig. 9. Example of spurious retransmissions after timeout in CMT discuss the performance difference between CMT in general
and AppStripe.

A timeout retransmission can occur in SCTP (as in TCP) f%r CMT using any retransmission policy performs better than

. g BHStripe, particularly as the loss rate on Path 2 increases.
several reasons. One reason is loss of the fast retransm|s§\|Iote that our ApbStrine represerttse best possible perfor-
of a TSN. Consider Figure 9. When a timeout occurs dug ppStrip P P P

m?nceexpected by an application that stripes data over multi-

to loss of a fast retransmission, some TSNs that were ju 7 o ) : i !
sent to the destination on which the timeout occurred a?ie SCTP associations. AppStripe is an idealized case; CMT's

likely awaiting acks (in Figure 9, TSNs Y+2 and Y£3) pérformance gain over a practical AppStripe implementation

These TSNs get incorrectly marked for retransmission (\)Alg]ould be even larger. A practical implementation has to also

timeout. With the different retransmission policies in CMTa_ddress issues such as striping data across paths that have

L . _  different and changing delays and loss rates. Such issues may
the retransmissions may be sent to a different destination ~.~ . .

L SO .. require information from the transport layer (such as current
than the original transmission; if cwnd space for a destination . )
. . . . cwnd and RTT), that may not be readily available to the
is available, possibly due to receipt of an ack from th%t plication

destmatmn,_TS_Ns mark_ed for retran_sm|SS|on may pe SeMemT performs better than AppStripe for two reasons. First,
to that destination. In Figure 9, spurious retransmissions of

TSNs Y+2 and Y+3 are sent to destinatiah, on receipt and more significant, CMT is more resilient to reverse path

of acks freeing up cwnd space for destinatiBp. Spurious loss than AppStripe. CMT uses a single sequence space

retransmissions are exacerbated in CMT, as shown through tﬁgN space, used for congestion control and loss detection

: . o . . ._and recovery) across an association’s multiple paths, whereas
illustration, due to the possibility of sending data (includin ; : .

. . L ppStripe by design uses an independent sequence space per
retransmissions) to multiple destinations concurrently.

We simulated th f h : i nPath. Since acks are cumulative, sharing of sequence spaces
Ve simuiated e OCCUITENCE Of SUCh Spurious retransiiigg o paths helps a CMT sender receive ack info on either
sions with the different retransmission policies in CMT. Th

. . . X . . f the return paths. Thus, CMT effectively uskesth return
simulation iopology used is the one described in Section IV- aths for communicating ack info to the sender, whereas each
Figure 10(a) shows the ratio of retransmissions relative to t &sociation in AppStripe cannot help the othér “ack-wise”
number of actual packet drops at the router. Ideally, the t .

) ) ese results demonstrate the significant result that CMT's
numbers should be equal; all curves should be straight IlnesS g

ﬁrarin of sequence space across patlaisherent benefit
y = 1. Figure 10(a) shows that spurious retransmissions oCcGH 9 d P P

commonly in CMT with the different retransmission po"c'esperforming it at the application layer

We propose a heuristic to avoid these spurious retransmlsﬁecond, CMT gets faster overall cwnd growth than App-

sions. Our heuristic assumes that a timeout cannot be triggeéeE pe in slow start (See Section IlIl-C). As loss increases

on a TSN until the TSN has been outstanding for at least Opgnper of timeouts increases, and since the sender enters slow

Round-Trip Time (RTT). Thus, if a timeout is triggered, TSN§ya 4 after each timeout, the sender spends more time overall
which were sent within an RTT in the past are not marked f% slow start

“The Multiple Fast Retransmit (MFR) algorithm allows recovery using fast
retransmission multiple times on the same TSN [27], but has not been poried Performance of different retransmission policies for CMT
to CMT. The only recovery mechanism from the loss of a fast retransmission . .. . .
in CMT, as is the case currently in SCTP and TCP, is a timeout recovery. Of the retransmission policies for CMT in Figure 11, RTX-

8This figure illustrates the point. Discrepancies in scale may be overlookéddAME (©) performs marginally but consistently worse than
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Fig. 10. Spurious retransmissions in CMT: (a) Without RTT heuristic (b) With RTT heuristic

s Path 1 Loss Rate: 1% Figure 12(b) shows the number of retransmission time-
popstpe D ' ' ' ' ' outs experienced when using the different policies. This
RTXSSTHRESH & figure shows that performance improvement in using RTX-

10| RILOSSRATE ~ 5~

41 LOSSRATE, RTX-CWND, and RTX-SSTHRESH is due to
4 the reduced number of timeouts. A lost transmission may
be recovered via a fast retransmission, but a lost fast re-
transmission can be recovered only through a timeout. RTX-
SAME does not consider loss rate in choosing a retransmission
41 destination and consequently experiences the largest number
of timeouts due to increased loss of retransmissions.
RTX-ASAP does not consider loss rate, and performs
better than RTX-SAME. This improved performance with
RTX-ASAP is attributed to cwnd space availability on both
. . . . . . destinations most of the times a retransmission is triggered
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 . .. .
Path 2 Loss Rate - (i) one retransmission is normally allowed to be sent to
_ the destination that has just suffered loss, and (i) the ack
performance of AppStripe vs. CMfya¢ triggers a retransmission (in case of fast retransmission)
may have created cwnd space for the other destination. From
() and (i), RTX-ASAP has cwnd space availability on both
destinations to send a retransmission. Consequently, RTX-
RTX-ASAP (), which in turn performs almost as well asASAP randomly chooses a destination causing a reduction
the loss rate based policies - RTX-SSTHRESH),( RTX- in timeouts over RTX-SAME which pins its TSNs to the
CWND (v7), and RTX-LOSSRATE ¢). Of the loss rate same destination. The three loss rate based policies effectively
based policies, RTX-CWND outperforms RTX-SSTHRESHKhoose the better destination to redirect retransmissions to, and
and RTX-LOSSRATE, although marginally. While the perthus show fewer timeouts than RTX-ASAP.
formance difference between the retransmission policies inFigures 13(a) and (b) show performance of the retransmis-
Figure 11 are not significant, these results use an 8Mion policies with rbuf sizes of 32KB and 128KB respectively.
receiver's buffer (rbuf) that does not constrain the senderTegether with Figure 12(a), we can see that the smaller the
an unrealistic assumption which we will now drop [28]. rbuf, the more important the choice of retransmission policy.
Figure 12(a) shows the time taken for a CMT sender fbhese results show thatretransmission policy that considers
transfer an 8MB file when the rbuf is set to 64KB, using thi®ss outperforms policies that do not, particularly in the
five retransmission policies. RTX-SAME is the simplest tpractical reality where rbuf is constrained
implement, but performs worst. The performance difference Figures 12 and 13 suggest that any retransmission policy
between RTX-SAME and other policies increases as the Idbat takes loss rate into account will likely improve load
rate on Path 2 increases. RTX-ASAP performs better thdistribution for both new transmissions and retransmissions.
RTX-SAME, but still worse than RTX-LOSSRATE, RTX- Retransmissions will be redirected to a lower loss rate path,
SSTHRESH and RTX-CWND. The three loss rate basedoiding inactive timeout recovery periods, and allowing new
policies perform equally. transmissions to be sent on the higher loss rate path, thus

File Transfer Time (sec)

Fig. 11. With Path 1 loss rate = 1%,
with different retransmission policies
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Fig. 12. With rbuf = 64KB, and Path 1 loss rate = 1%,: (a) Time taken by CMT to transfer an 8MB file, (b) Number of retransmission timeouts for CMT
with different retransmission policies
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Fig. 13. With Path 1 loss rate = 1%, time taken to transfer an 8MB file using: (a) rbuf=32KB, (b) rbuf=128KB

maintaining a flow of data on both paths. Policies that take logstransmission policy that considers loss rate performs better

rate into account avoid repeated retransmissions and timedt&n one that does not, particularly in the practical reality

- thus also improving the timeliness of data. where rbuf is constrainedive recommend the RTX-SSTHRESH
Of three loss rate based policies, the practical ones r&transmission policy for CMT

implement are RTX-CWND and RTX-SSTHRESH. Both per- o1 5154 inherently adds to SCTP’s fault tolerance, which

form equally under all conditions considered. ssthresh, bei a major motivation for, and benefit of multihoming. An

a slower moving variable, may better reflect the condition of P sender sends data (which act as implicit probes) to a

path.We t_he_refore ;elect RTX-SSTHRESH as the recommen f ary destination, and gathers information about paths to
retransmission policy for CMT all other destination addresses (@lternate path} through

explicit probes. Since explicit probes are infrequent, a sender

V. SUMMARY AND DISCUSSION usually has inadequate information about alternate paths to a

We identified three negative side-effects of introducingeceiver. Consequently, a sender is unable to make informed
CMT with SCTP, and proposed algorithms to avoid these sidgecisions about a new destination to use when the primary
effects. We compared CMT against AppStripe, an idealizetbstination is unreachable due to a network failure. A CMT

data striping application, and showed tleashared sequence sender avoids this problem because data sent concurrently on
space in CMT improves performance and increases resilienagipaths act as frequent implicit probes, reflecting current con-
to reverse path lossWe also presented and evaluated fivditions of paths to all destination addresses. This information
retransmission policies for CMT. Our results reveal that will better assist a CMT sender in detecting and responding



12

to network failure events. control and loss detection/recovery, while the SM decides
We emphasize that though CMT uses SCTP, our goal wabich data is sent on which TCP-v. This important decoupling
to study CMT at the transport layer in general. The reorderimd functionality avoids some pitfalls of the application layer
issues and solutions (Section Ill), and the retransmissiapproaches, and allows for intelligent scheduling of transmis-
policies and their evaluation (Section V) should be relevastons and retransmissions. A significant issue with pTCP is its

even if CMT used a different transport protocol. complexity. As the authors note themselves, maintenance of
multiple Transmission Control Blocks (TCBs) at a sender can
VI. RELATED WORK be a resource sink [35]. The complexity of implementation is

This section discusses load balancing efforts at the aIOI{}aﬁ}so non-trivial, since pTCP replicates a lot of transport layer

. ) . nctionality such as connection establishment/teardown and
cat|or'1 (Section VI-A), tranqur.t (Sectlon VI-B) and ngtwor hecksum calculations. pTCP has several unresolved issues as
(Section VI-C) layers, a classification also suggested in [2

ell. For instance, if both sender and receiver are multihomed
with two IP addresses each, pTCP does not address how
A. Load Balancing at the Application Layer a sender decides which sender-receiver pairs to establish

Several applications have been proposed to use multidieP connections on - a complex problem. Plugging transport
concurrent transport layer connections to a receiver. Sogotocols into pTCP also requires non-trivial modifications
proposals [30], [31] use multiple TCP connections to increal@ the transport protocols them_selyes. CMT, on the other
throughput in high bandwidth networks. These applicatiohgnd, uses and proposes modifications to SCTP, a transport
load balance over the same path to a receiver, whereas CRfptocol which already has built-in mechanisms for handling
distributes data over multiple independent paths to a receiv@ultihoming.

Mao et al. [32] extend RTP (Realtime Transport Protocol) to Al et al. [36] suggest ideas fdoad sharing with SCTP
support use of multiple paths iNulti-path Realtime Trans- Their solutions require additional metadata in the SCTP PDUs.
port Protocol (MRTP) an application layer protocol which We believe that the SCTP (and TCP-SACK) PDUs already
could use any of TCP, SCTP or UDP as transport. MRTEONtain sufficient information for the data sender to infer the
specifies session establishment and maintenance mechanR@fzPath ordering information that [36] explicitly codes as
and scheduling mechanisms over multiple paths. The authBi8tadata. [36] fails to suggest modified procedures for mech-
propose, as one option, to use SCTP multihoming for simul@tisms which are immediately affected, such as initialization
neously using multiple paths. [32] is complementary to cm®f the per-path sequence numbers, association initialization
work, since it provides motivation and an application th&nd shutdown procedures with multiple sequence numbering
would benefit from using CMT in a multipath environment. Schemes, and response to reneging by a receiver. We have

Content Networks [33], [34] provide an infrastructure foRlso seen that sharing sequence number space across paths
connection level load balancingt the granularity of TCP improves performance - [36] uses a separate sequence number
connections. Connection level load balancing is useful f§Pace per path, and will therefore not see CMT's performance
short TCP connections such as web requests and responlggggflts. Further, [36] assumes that the rbuf does not constrain
but can be suboptimal for long transfers such as bulk d#tsSe€nder which is unrealistic in practice.
transfers, where the server is constrained to a single patd\rgyriou et al. [37] provide techniques fobandwidth
throughout the transfer. In CMT, we consider load balancirgflgregation with SCTPbut do not present and analyze their
within a transport connection. protocol modifications to SCTP. The modification to the fast

Load balancing at the transport layer is desirable since tigdransmission algorithm that is presented is simplistic and
transport layer, being the lowest end-to-end layer, has tA&Sumes information that will likely not be available to an
most accurate information about the end-to-end path(s). CWETP receiver. For instance, the implicit assumption that
maintains loss and delay information which are of significadt receiver will be able to differentiate a packet loss from
value when redirection of retransmissions needs to be madé&ordering is a strong and unrealistic assumption. [37] also
such decisions are best made in the transport layer. Besides@@res the impact of a bounded rbuf.
performance benefits with CMT discussed in Section IV-D, we
believe that load balancing at the applicatio_n_lay_er increasgs | pad Balancing at the Network Layer
code redundancy and room for error by requiring independent

implementations in each application rather than coded once if’hatek and Goff [38] propose distributing data at the
the transport layer. network (IP) layer transparent to the higher layers using IP-

in-IP encapsulation. The authors identify conditions under
) which this mechanism would work without triggering incorrect
B. Load Balancing at the Transport Layer retransmission timeouts. [38] assumes that end-to-end delays
Hsieh et al. [29] propose a transport protocol calpdCP are dominated by fixed transmission delay, and fails to address
(parallel TCP) which provides an infrastructure for datapropagation delay dominated paths, and paths with dynami-
striping within the transport layer. pTCP has two componentslly changing bandwidths and delays.
- Striped connection Manager (SM) and TCP-virtual (TCP- Several proposals exist fomultipath routing - routing
v). The TCP-v's are separate connections that are managedkets from a source to a destination network over multiple
by the SM. TCP-v probes the path and performs congestipaths [39]-[41]. However, different paths are likely to exhibit



different RTTs, thus introducing packet reordering. TCP’s pes]
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formance degrades in the presence of increased reordering. To Transfer Using SCTP Multihoming,” irSPECTS 20Q4San Jose,

enable optimal load balancing at intermediate routers Witho[%]
affecting end-to-end TCP performance, modifications to TCP
have also been proposed [15]-[17], [42]. These proposals
augment and/or modify TCP’s congestion control mechanisfig
to cope with reordering introduced by network layer load
balancing; the burden of actually using multiple paths in tH&!]
network is left to the intermediate routers.

In the Internet, the end user has knowledge of, and contfgj
over, only the multihomed end hosts, not the intermediate
routers. In such cases the end host cannot dictate or gov[%?
use of multiple paths in the network. But the end host can use
multiple end-to-end paths available to the host [43], [44], thu34]
motivating CMT at the transport layer.

[25]
DISCLAIMER

The views and conclusions contained in this documeps)
are those of the authors and should not be interpreted as
representing the official policies, either expressed or implie@7
of the Army Research Laboratory or the U.S. Government.
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