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ABSTRACT 
Recent years have seen significant growth in work on interactive 
storytelling environments.  A key challenge posed by these 
environments is narrative planning, in which a director agent 
orchestrates all of the events in a storyworld to create an optimal 
experience for a user, who is herself an active participant in the 
unfolding story.  To create effective stories, the director agent 
must cope with the task’s inherent uncertainty, including 
uncertainty about the user’s intentions and the absence of a 
complete theory of narrative.  Director agents must be efficient so 
they can operate in real time.  In this paper, we present U-
DIRECTOR, a decision-theoretic narrative planning architecture 
that dynamically models narrative objectives (e.g., plot progress, 
narrative flow), storyworld state (e.g., plot focus), and user state 
(e.g., goals, beliefs) with a dynamic decision network that 
continually selects storyworld actions to maximize narrative 
utility on an ongoing basis.  The U-DIRECTOR architecture has 
been implemented in a narrative planner for Crystal Island, an 
interactive storyworld in which users play the role of a medical 
detective solving a science mystery.  Preliminary evaluations 
suggest that the U-DIRECTOR architecture satisfies the real-time 
constraints of interactive environments and creates engaging 
narrative experiences. 

Categories and Subject Descriptors 
H.5.1 [Multimedia Information Systems]: Artificial, 
augmented, and virtual realities. 

General Terms 
Algorithms, Design. 

Keywords 
Interactive Narrative, Synthetic Agents. 

1. INTRODUCTION 
Narrative plays a central role in communication and cognition.  
With the demand for increasingly sophisticated entertainment and 
education applications, recent years have witnessed significant 
growth in research on interactive storytelling environments that 
create engaging narrative experiences [21, 22, 28, 33].  A critical 
component of this enterprise is devising effective computational 
models of narrative [1, 9, 20, 26, 30, 35].  These models support 
director agents that dynamically direct a cast of believable virtual 
characters in rich 3D storyworlds with coherent narrative 
structures that play out interactively in real time. 

Director agents for interactive storytelling environments 
operate on at least two distinct but interacting levels:  They craft 
the global story arc, typically by traversing a plot graph [2] that 
encodes a partial order of significant events in a story, and they 
plan the behaviors of the virtual characters and physical events in 
the world [3, 19].  To create an engaging experience for the user, 
director agents must carefully balance character believability and 
plot coherence [30], cope with deviations from a previously 
devised narrative structure caused by user actions [20, 29], 
provide fine-grained character control (both dialogue and actions) 
[22], all the while creating stories that obey the author’s aesthetic, 
perhaps represented as an evaluation function that guides a search 
through a plot graph [2, 26, 35].  Director agents must also 
interface with believable agent functionalities supporting the 
story’s virtual characters [14, 19, 32]. 

A key challenge posed by narrative planning is coping with 
the multiple sources of uncertainty inherent in the task.  First, it is 
difficult to precisely infer users’ goals, beliefs, and experiential 
attributes.  It is difficult to accurately predict what effects changes 
in the storyworld may have on the user.  Because it is important 
that users believe that their actions affect the ongoing story [24], 
predicting the effects of narrative planning actions is further 
complicated by the fact that users are active participants in the 
narrative.  Second, we do not have—perhaps we cannot have—a 
complete theory of interactive narrative.  We do not even have 
well defined theories of narrative for specific genres or particular 
storyworlds.  Third, despite the episodic nature of narrative, 
however inaccurate our predictions might be over very short 
periods, they become even less accurate as we attempt to predict 
effects farther into the future. 

The high degree of uncertainty, together with the multiple 
factors affecting narrative planning, call for a principled decision-
making framework that enables director agents to rationally 
choose among candidate storyworld actions.  The framework 
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must not only be able to effectively cope with uncertainty, it must 
be able to exploit the evidence available about the user and 
storyworld state to achieve the (possibly competing) narrative 
objectives, and it must be able to meet the real-time performance 
requirements of interactive environments. 

In this paper we present U-DIRECTOR,1 a decision-theoretic 
narrative planning architecture that uses a dynamic decision 
network [11] to model the narrative objectives, storyworld state, 
and user state.  Rather than adopting an ad hoc approach to 
reasoning about the multiple sources of evidence, at each tick of 
the clock, U-DIRECTOR systematically evaluates the available 
evidence, updates its beliefs, and selects the storyworld action 
that maximizes expected narrative utility.  The U-DIRECTOR 
architecture has been implemented in a narrative planner for 
Crystal Island, an interactive storyworld in which users play the 
role of a medical detective solving a science mystery.  
Preliminary evaluations suggest that the U-DIRECTOR architecture 
satisfies the real-time constraints of interactive environments and 
creates engaging narrative experiences. 

2. NARRATIVE PLANNING 
Narrative experiences are powerful, and there is growing 
awareness of narrative’s foundational role in psychology [7], 
cognitive models of reading comprehension [13], and film theory 
[5].  In Gerrig’s seminal work on comprehension [13], he 
identifies two properties that readers experience.  First, they are 
transported, i.e., they are somehow taken to another place and 
time in a manner that is so compelling it seems real.  Second, they 
perform the narrative.  Like actors in a play, they actively draw 
inferences and experience emotions as if the experiences were 
somehow real.  Because narrative is compelling on many levels, 
interactive applications in entertainment, education, and training 
increasingly leverage narrative to create engaging experiences 
through rich virtual storyworld environments. 

Early interactive narrative-based media were either partially 
or entirely scripted.  All events were either completely linear or 
were ordered in a pre-determined branching structure [6]. 
However, the simplicity of the tree-like representations severely 
limited the level of interactivity that users could experience, and 
the combinatorics of highly interactive storyworlds could not be 
accommodated.  Interestingly, the pre-scripted tradition lives on 
and thrives today; it is the approach used by most educational 
software and video games. 

Dynamic narrative generation, in which stories are created 
on the fly (perhaps in response to users’ actions), offers a 
promising alternative to pre-defined branching structures.  Work 
on text-based dynamic narrative generation has yielded 
computational models of narrative that manipulate characters’ 
goals and actions [23], reason about the “virtual author’s” goals 
[18, 34], and generate extended natural language prose for 
narratives [8].  Dynamic narrative generation is particularly well 
suited to interactive storytelling environments.  If narratives can 
be created incrementally in response to users’ actions, then users 
can (legitimately) be made to believe that they are empowered as 
active participants in the story, thereby increasing their sense of 
agency and immersion [24]. 

Narrative planning for interactive storytelling environments 
has been the subject of increasing interest [21, 22, 28, 33].  

                                                                 
1 U-DIRECTOR: Utility-based Director Agent 

Recent work on narrative planning has investigated a broad range 
of issues for interactive story environments.  The narrative 
community has devised techniques for tightly-coupled plot 
creation and character behavior in dialogue-oriented interactive 
stories [22], search paradigms for encoding author aesthetics with 
an evaluation function [26, 35], and monitoring users’ actions to 
determine if they are threatening the plot and, if so, either 
accommodating the new development or intervening [20, 29].   
Work on emergent narratives, in which highly believable 
synthetic agents are given initial goals in a simulated world, has 
been particularly active [1, 9].  For example, a promising 
technique for creating emergent narratives is providing virtual 
characters with hierarchical task networks to drive their 
interactions with one another and the user [9].  Recognizing the 
“authoring bottleneck,” some have explored efficient techniques 
for designing virtual characters [19, 32]. 

3. DECISION-THEORETIC NARRATIVE 
PLANNING 
A key challenge posed by narrative planning is coping with the 
significant uncertainty associated with the task.  First, narrative 
planning must deal with unobservable aspects of the user.  These 
include her beliefs about the storyworld, her goals, and her 
experiential state, such as her level of engagement.  Being able to 
effectively reason about these user characteristics is essential for 
proper user-story mediation.  For example, it is important to have 
an accurate picture of the user’s state to determine when and how 
to intervene or to accommodate the user’s actions [15, 20, 29].  
Second, we do not have available to us a formally represented 
theory of interactive narrative that supports sound and complete 
inference about story construction and its impact on the user.  
Further complicating the problems posed by uncertainty is the 
multitude of factors that bear on narrative decision-making 
activities.  For example, narrative objectives such as ensuring plot 
progress and maintaining narrative coherence are affected by 
factors associated with the user’s state as well as activities in the 
storyworld, e.g., character behaviors.  Finally, narrative planning 
must weight all of these factors as it drives towards the goal of 
creating the best possible narrative experience at each juncture of 
the unfolding story.  In short, it should satisfy the following 
requirement: 

Narrative Rationality: Reasoning in a principled 
manner about narrative objectives, storyworld state, and 
user state, each with its own associated uncertainty, in 
the absence of a complete theory of interactive 
narrative, to rationally select actions that maximize 
expected narrative utility. 

It is important to note that narrative rationality must be realized in 
real time to accommodate the demands of interactivity. 

To address these requirements, we introduce U-DIRECTOR, a 
decision-theoretic director agent architecture that uses a dynamic 
decision network to achieve narrative rationality.  Inspired by 
innovative decision-theoretic approaches to inference in 
intelligent tutoring systems [10, 25], U-DIRECTOR explicitly 
models the uncertainty in narrative objectives, storyworld state, 
and user state.  In each decision-making cycle, it systematically 
evaluates the available evidence, updates its beliefs, and selects 
the storyworld action that maximizes expected narrative utility. 
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3.1 Architecture 
The U-DIRECTOR architecture is shown in Figure 1.  All user 
activities in a U-DIRECTOR storytelling environment are mediated 
by the interface manager, which provides interaction and 
rendering functionalities.  The storytelling environment, which 
drives the rendering and sound engines, employs three sets of 
resources: a representation of the 3D storyworld, a cast of semi-
autonomous characters, and media libraries housing 3D models 
and sound effects.  So that the director agent may carry out its 
primary tasks of plot creation and character behavior control, it 
monitors the user’s activities and the actions of the semi-
autonomous characters in the storytelling environment to craft the 
narrative. 

The director agent has access to three principle knowledge 
sources: narrative objectives, storyworld state, and user state.  The 
director agent continuously monitors and seeks to achieve the 
narrative objectives to ensure that steady progress is made 
through the plot (plot progress) and that global coherence is 
maintained (narrative flow) so that the story does not seem 
disjoint as a result of non-motivated actions occurring.  Its 
storyworld state knowledge includes information about which 
plot points are currently active (plot focus), as well as basic 
knowledge of the storyworld and characters (physical state), e.g., 
the characters’ goals, behaviors, and current locations. Its user 
state represents knowledge about the user’s current goals, her 
beliefs about the storyworld, and experiential attributes, such as 
engagement, which are inferred from her actions in the 
storytelling environment.  Details of knowledge source 
representation are discussed in Section 3.3.  To cope with the 
uncertainty in narrative planning, the three sets of knowledge 
sources are integrated into a dynamic decision network (DDN) 
maintained by the director agent.  The director agent evaluates the 
DDN to solve the decision problem in each cycle to select the 
next narrative action. 

3.2 Dynamic Decision Networks 
Dynamic decision networks (DDNs) extend decision networks, 
which in turn extend Bayesian networks.  Bayesian networks [27] 

are composed of chance nodes with their associated conditional 
probabilities and influence arcs that collectively form a directed 
acyclic graph.  Bayesian networks provide a compact 
representation of the full joint probability distribution and allow 
inferences to be made about any attribute within the network once 
priors, conditional probabilities, and available evidence have been 
specified. 

Decision networks [16], also known as influence diagrams, 
extend Bayesian networks to provide a mechanism for making 
rational decisions by combining probability and utility theory.  In 
decision networks, in addition to chance nodes, the network 
contains utility and decision nodes.  The decision nodes represent 
the choices of the decision-maker while utility nodes model the 
decision-maker’s preferences.  In a decision cycle, a decision 
theoretic agent chooses the action with the maximum expected 
utility. 

Dynamic decision networks [11] provide a principled 
approach for agents to make rational decisions in the face of 
uncertainty within changing environments.  To cope with time 
varying attributes, DDNs maintain a series of time slices to 
represent attributes at successive moments in time.  An arc 
connecting an attribute in a previous time slice to an attribute in a 
later time slice encodes an influence on the attribute’s value from 
the previous attribute value.  Dynamic decision networks provide 
a useful framework for modeling beliefs about the world, 
associating preferences with states of the world, and making 
decisions. 

3.3 Director Agent DDNs 
Narrative is fundamentally a time-based phenomenon.  Director 
agents must therefore take into account the narrative history and 
be able to as accurately as possible predict (1) the effects of 
candidate actions on the user and (2) the effects of user’s actions 
on possible future courses of the narrative.  Therefore, in each 
decision cycle, U-DIRECTOR considers candidate narrative actions 
to project forward in time the effects of the actions being taken 
and their consequent effects on the user.  To do so, it evaluates its 
narrative objectives in light of the current storyworld state and 
user state.  Each decision cycle considers three distinct time slices 
(narrative statet, narrative statet+1, and narrative statet+2), each of 
which consists of interconnected sub-networks containing chance 
nodes in the DDN (Figure 2).  The three slices represent (1) the 
current narrative state, (2) the narrative state after the director 
agent’s decision, and (3) the narrative state after the user’s next 
action.  The DDN’s director action is a decision node, the DDN’s 
user action is a chance node, and utilityt+2 is a utility node in the 
DDN. Each time slice encodes a probabilistic representation of 
the director’s beliefs about the overall state of the narrative, 
represented with the following knowledge sources: 
• Plot Progress: Models the storyworld’s plot graph, a 

representation of temporal relations that hold between 
storyworld events; identifies which elements in the plot 
graph are waiting, ready, or completed. 

• Narrative Flow: Models thought flow (coherence of actions 
to support a particular goal, e.g., searching a room after 
being asked to do so) and location flow (coherence of actions 
within spatial constraints of the storyworld, e.g., discovering 
multiple physical clues within the same room, one after 
another) associated with plot point completion; thought flow 
and location flow are both represented by annotations on 
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Figure 1. General Architecture. 
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user actions, indicating the relative importance for particular 
plot points. 

• Plot Focus: Models the plot points that are currently active 
to which (it appears to the director agent) the user is 
currently attending. 

• Physical State: Models the current location of the user and 
characters in the storyworld, and models the user’s activity 
level as indicated by her character’s interactions with objects 
and characters in the storyworld. 

• User Goals and Beliefs: Models the user’s knowledge about 
the salient facts of the story that she has learned through 
interactions with the environment and other characters, as 
well as her plot progress and focus (see above). 

• User Experiential State: Models the user’s independence (as 
indicated by how much manipulation the director agent has 
performed), her engagement (as indicated by how active she 
is in the environment – see physical state above), and her 
excitement (as indicated by changes in her knowledge about 
the facts of the world and pacing information). 
Representations of each of these knowledge sources are 

integrated directly into U-DIRECTOR’s DDN.  It is important to 
note that each knowledge source is itself in fact a sub-network 
encoding many beliefs about particular components of the 
narrative state.  For example, Figure 3 depicts a portion of a plot 
focus network and its influences by a plot progress network.  
Nodes in the plot progress network are used to predict likely user 
actions as they make their way through the narrative.  The 
director agent takes them into account during each decision-
making cycle as described below. 

Computation begins by considering the current beliefs about 
the narrative objectives, storyworld state, and user state, 
represented in narrative statet.  U-DIRECTOR models candidate 
director actions and how they influence the story using links from 
the director action to narrative statet+1.  Example director actions 
include providing various levels of hints to the user to guide them 
through the plot and instructing characters to perform actions that 
the user is either neglecting or does not seem to be capable of 
performing.  To constrain the number of candidate actions to 
evaluate, U-DIRECTOR models abstract director actions [26, 35] so 
that it does not in this step have to attend to the plethora of 
concrete storyworld actions.  Next, it models how the user’s 
actions depend on the possible worlds encoded in narrative 
statet+1.  In turn, it models how possible user actions influence the 
story in narrative statet+2.  

 Finally, the director’s preferences over potential narrative 
states are modeled with links from narrative statet+2 to the utility 
node utilityt+2.  Preferences provide a representation in which 
authors specify the relative importance of salient features of the 
narrative state.  Narrative utility serves a similar function in the 
director agent’s DDN as evaluation function serve in search-based 
narrative planning [35].  For example, the importance of “location 
flow” [26] can be appropriately weighted to suit an author’s 
aesthetic when the DDN is constructed. 

Once the director agent has fully updated the network, it 
selects the director action that maximizes the expected narrative 
utility, waits to see what action the user takes (if any) and updates 
its beliefs as necessary.  It then begins the cycle over again, 
performing a “rollup” operation (also known as “filtering”), 
which usually involves the use of approximation techniques [4], 
to reduce the number of slices needed in memory at a given 
moment in time. 

 
Figure 2. Director Agent Dynamic Decision Network. 
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4. EXAMPLE DOMAIN 
The U-DIRECTOR architecture has been implemented and 
evaluated in a narrative planner for Crystal Island, an interactive 
storyworld in which users play the role of a medical detective 
solving a science mystery.  After introducing the Crystal Island 
storyworld, we describe the implementation and present a sample 
interaction illustrating U-DIRECTOR’s behavior. 

4.1 Crystal Island Storyworld 
Crystal Island is a prototype interactive storytelling environment 
featuring a science mystery set on a recently discovered volcanic 
island where a research station has been established to study the 
unique flora and fauna.  The user plays the protagonist attempting 
to discover the origins of an unidentified outbreak at the research 
station.  The story opens by introducing her to the island and the 
members of the research team for which her father serves as the 
lead scientist.  She is immediately confronted with her father’s 
sudden paralysis (Figure 4(a)).  As other members of the team fall 
ill, it is her task to discover the cause of the outbreak as quickly as 
possible.  She is free to explore the world to collect physical 
evidence and interact with other characters (Figure 4(b)).  She 
must quickly gather enough evidence to correctly choose among 
candidate diagnoses including botulism, Guillain-Barré syndrome 
(a disorder caused by nerve inflammation), paralytic shellfish 
poisoning, stroke, and tick paralysis to solve the mystery and save 
the research group. 

4.2 Implementation 
U-DIRECTOR and the Crystal Island storytelling environment are 
implemented with a dynamic decision network modeled with an 
efficient Bayesian inference engine—a discussion of runtime 
performance follows in Section 5—and a high-performance 3D 
game platform.  The director agent consists of a dynamic decision 
network containing approximately 200 chance nodes connected 
by over 400 links representing the narrative objectives, storyworld 
state, and user state.  Collectively, the sub-networks explicitly 
encode over 7,000 conditional probabilities.   

The director agent’s narrative utility preferences are 
represented in a separate structured utility network with over 50 
utility nodes.  The dynamic decision network for Crystal Island is 
modeled and implemented with the SMILE Bayesian inference 
engine [12], while the storytelling environment, semi-autonomous 
characters, and presentation layer are implemented with Valve 
Software’s Source™ engine, the 3D game platform for Half-Life 
2. 

4.3 Example Scenario 
To illustrate U-DIRECTOR’s behavior, consider the following 
situation as a story unfolds on Crystal Island.  The user’s 
character awakens from a good night’s sleep and the adventure 
begins.  At this juncture, several elements in the plot graph are 
available for her to address.  For example, she could find her 
father paralyzed in his bedroom, she might notice that a plate with 
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Figure 3. Selected Elements of the Plot Focus and Plot Progress Sub-networks. 
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leftover food is in his office, or she might discover other facts 
such as that her good friend, Teresa, has also been stricken with 
the mysterious illness. 

Although many possible actions may be taken by the user, it 
is the task of the director agent to determine if there is any action 
it might select to ensure that she is making steady progress 
through the plot.  As the director agent assesses the situation, it 
notices that (1) the user is currently exhibiting high independence 
(since the director agent has not yet had to intervene in the story), 
(2) the user has not discovered any facts about the case, (3) the 
user is currently located in her father’s house, and (4) her father is 
in his room.  These observations, combined with a number of 
other factors (e.g., the fact that the user is somewhat active in the 
world), lead the director to make the decision to provide a hint 
that might lead her to find her father sick in his room since this 
action yields good location flow.  

 Once this decision is made, the system can realize the hint in 
many ways.  For example, if the user were nearby, her father 
might make a moaning noise; however, if she were farther away, 
he might blink the lights in his room or have another character 
contact his daughter.  The director agent then awaits the user’s 
reaction to see how the events play out.  In this case, the user 
hears her father’s call for help, walks to his room, learns of his 
illness, and quickly departs to find the camp nurse.  Observing 
that the user has found her father sick, the director agent updates 
its plot graph by marking the corresponding node complete and 
marking subsequent nodes ready for execution. 

At this point the director agent must once again decide if 
there is anything it should do.  As it notices that there are a 
number of plot graph elements (such as finding the partially eaten 
plate of food) which could be executed at the user’s current 
location (i.e., to maintain location flow), it also takes into account 
the fact that these plot elements do not coincide with the user’s 
current train of thought, as evidenced by the fact that she should 
be attempting to locate the camp nurse.  It combines this evidence 
with the fact that it recently presented a hint and decides to take 
no action at this juncture and await the user’s next action. 

After some time has passed and the user has made limited 
progress toward completing the available plot graph elements, the 
director agent decides to provide a hint to the user to get her back 
on track.  After reviewing all of the available evidence, the 
director agent decides that the user should be attempting to find 
the camp nurse and therefore directs the camp nurse to come to 
the user.  The mystery continues with the director agent 
continuously monitoring the unfolding situation as the user rules 
out all but one of the possible diagnoses.  The user solves the 
mystery by determining that the source of all the illnesses was 
botulism from last night’s dinner and the research team is saved. 

While the artifacts and character behaviors in the 3D world 
of Crystal Island and their connections to the director agent’s 
network are the subject of continued work, the narrative reasoning 
described in this scenario is fully implemented.  Each of the 
knowledge sources in the architecture (plot progress, narrative 
flow, plot focus, physical state, user goals, user beliefs, and user 
experiential state) are fully functioning and currently support this 
and many other scenarios. 

5. EVALUATION 
Two key aspects of narrative planning that must be addressed in a 
viable solution are tractability and effectiveness.  Section 5.1 
discusses a performance analysis of the U-DIRECTOR 

implementation for Crystal Island, and Section 5.2 examines U-
DIRECTOR’s decision-making. 

5.1 Performance Analysis 
Real-time performance of narrative planning is critical for 
interactive storytelling environments.  While probabilistic 
reasoning has much to offer, tractability in probabilistic reasoning 
is always a challenge.  Because exact inference in Bayesian 
networks is known to be extraordinarily inefficient (in the worst 
case NP-hard), U-DIRECTOR exploits recent advances in 
approximate Bayesian inference via stochastic sampling.  The 
accuracy of these methods depends on the number of samples 
used.  Moreover, stochastic sampling methods typically have an 
“anytime” property which is particularly attractive for real-time 
applications. 

Considering the activity level in Crystal Island and the level 
of abstraction at which directions are modeled, it was determined 
that the director agent should be able to perform a complete 
network update at least five times per minute.  To ensure that the 
response time of the director agent was adequate, a performance 
analysis was conducted to measure the network update time using 
an exact Bayesian inference algorithm (Clustering [17]) and two 

 
(a) 

 
(b) 

Figure 4. The Crystal Island Storyworld. 
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approximate Bayesian inference algorithms (EPIS-BN [36] and 
Likelihood weighting [31]). 

Results of updating the director agent’s network using the 
clustering, EPIS-BN, and likelihood weighting algorithms 
implemented in SMILE are presented in Table 1.  These results 
were obtained on a 2.4 GHz AMD Mobile Athlon 64 PC with 1 
GB of RAM running Windows XP. 

Table 1. Response times for Bayesian inference algorithms 

 Samples Mean (seconds) Standard 
Deviation 

Clustering N/A 18.41 8.48 
1,000 2.32 0.18 
5,000 6.02 0.12 EPIS-BN 

10,000 10.70 0.16 
1,000 1.59 0.19 
5,000 7.31 0.06 Likelihood 

10,000 14.65 0.03 
 

Results of the study indicate that the clustering algorithm’s 
running time has the greatest variability and may not satisfy the 
performance requirements of interactive narrative.  EPIS-BN 
appears to provide acceptable response times while utilizing 
larger sample sizes than likelihood weighting and therefore 
yielding better approximations; however, the errors introduced by 
these approximation techniques can be problematic. Future work 
involves exploring alternative approximation techniques (e.g., 
[4]). 

5.2 Simulated User Experiments 
While the quality of narrative is inherently subjective, it is 
nonetheless important to attempt to gauge the overall 
effectiveness of a director agent’s decision-making activities.  To 
systematically investigate U-DIRECTOR’s narrative planning, two 
families of simulated users were created.  Simulated cooperative 
users followed the director agent’s guidance 60% of the time for 
hints and 80% of the time for strong suggestions.  In contrast, 
simulated uncooperative users followed the director agent’s 
guidance 10% of the time for hints and 25% of the time for strong 
suggestions.  Six simulated users (3 cooperative and 3 
uncooperative) interacted with Crystal Island director agent to 
create six different narrative experiences.  

Analyses of the traces indicate that the director agent took 
appropriate action to guide the user through the narrative.  As was 
desired, the director agent tended to adopt a hint-centered 
approach for more cooperative users and was more heavy-handed 
with users who were less cooperative.  The simulated user 
approach appears to offer a promising means for establishing 
baseline performance prior to conducting extensive focus group 
studies with human users. 

6. CONCLUSION AND FUTURE WORK 
Decision-theoretic narrative planning offers a unified approach to 
dynamically guiding narratives in a storytelling environment.  
This paper describes a decision-theoretic director agent that has 
been implemented in a narrative planner for an interactive 
storytelling environment in which the user plays the role of a 
medical detective.  By providing a principled approach to coping 
with the intrinsic uncertainty of interactive narrative, decision-
theoretic director agents can systematically draw inferences about 
the broad range of factors affecting an unfolding story.  It can 

thereby reason about narrative objectives, the state of the 
storyworld, and the state of the user to direct the course of the plot 
and the behaviors of the semi-autonomous characters, all with the 
result of creating engaging interactive narrative experiences. 

Three areas of future work are particularly intriguing.  First, 
in the current approach to constructing DDNs, devising networks 
by hand is very labor intensive.  For example, the DDNs for the 
prototype interactive storytelling environment described in this 
paper required several person-weeks of effort.  The prospect of 
learning the conditional probabilities in the DDNs holds much 
appeal. 

Second, developing pedagogically oriented narrative 
environments that support education via narrative-based learning 
experiences is a promising direction for future work.  However, 
integrating pedagogical goals into the narrative planner 
undoubtedly poses significant challenges because the resulting 
system would need to reason about (possibly competing) 
pedagogical and narrative goals.  Nonetheless, utility-based 
computing could contribute to balancing these goals. 

Finally, affect plays an important role in narrative.  
However, the current director agent includes only an 
impoverished representation of the user’s affective state.  
Introducing more sophisticated techniques for affective reasoning 
could significantly extend the director agent’s ability to 
accurately assess the user’s engagement and motivation, which 
could directly contribute to its ability to create more engaging 
experiences. 
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